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Abstract. Privacy is a matter of widespread societal concern, which will be further exacerbat-
ed by the ongoing effort to connect billions of data-generating devices to the Internet. The 
promise of large-scale social and economic benefits motivates the development of the Internet 
of Things. As a primary engine of personal data production in the near future it also carries 
with it real threats to privacy. Proposed legislation seeks to tackle these threats head-on. This 
paper seeks to explore principled ways in which systems design might engage with and re-
spond to legal requirements to enable effective data protection and the projected utility of per-
sonal data in the digital economy. Key to this is the need to build accountability into the IoT to 
ensure compliance.  
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1. Introduction 
“ … observers have made a number of predictions for the IoT. We are told that, in 2015, the world will have 
25 billion connected devices;

 
the number of smart home devices will reach nearly 25 million;

 
and IoT soft-

ware platforms will ‘become the rage’ … the IoT … has the potential to provide enormous benefits for con-
sumers, but it also has significant privacy … implications … In the not too distant future, many, if not most, 
aspects of our everyday lives will leave a digital trail … Connected devices are effectively allowing compa-
nies to digitally monitor our otherwise private activities … companies are investing billions of dollars in this 
growing industry; they should also make appropriate investments in privacy …” Edith Ramirez, Federal 
Trade Commission, 2015 [19] 

Edith Ramirez’s comments underscore the projected benefits of the Internet of Things (IoT) 
and the risks that accompany it, particularly the threat to privacy. Widespread recognition of 
this threat is driving new approaches to data protection in Europe and the US [6, 25]. Key to 
proposed legislation is the notion of accountability, which refers to the demonstrable imple-
mentation of enforceable privacy policies and procedures. Accountability is also a key concept 
in HCI and the sub-field of Computer Supported Cooperative Work (CSCW), where it refers 
to the ‘observable and reportable’ character of human and system actions. Clearly the two 
concepts are not the same, but they are not mutually exclusive either and the possibility exists 
to align the two to address the privacy threat occasioned by the IoT. This paper explores the 
potential alignment of legislative and CSCW concepts of accountability and elaborates a dis-
tinctive interactional model and associated interaction mechanisms enabling the demonstrable 
implementation of enforceable privacy policies and procedures. We first explore legislative 
conceptions of accountability, followed by the concept of accountability in CSCW, which for 
the sake of convenience we label ‘computational’ accountability in a manner consonant with 
Dourish and Button’s notion of accountability in systems design [11]. We then turn to consider 
the potential alignment of the two conceptions, focusing on practical measures that poli-
cy-makers envision will enable the ‘external’ accountability required by legislation; measures 
that are intended to allow users to exercise control over the flow of data in the digital economy 
and thereby manage their privacy. The external accountability requirements of proposed legis-
lation motivate the design of the IoT-Databox model - a computational model which makes 
the actors, activities and ‘things’ implicated in data harvesting and use accountable to 
end-users, thus enabling them to exercise control over their personal data, and in doing so al-
lows ‘data controllers’ or parties who would process an individual’s data to demonstrate com-
pliance with proposed data protection regulation. 

2. Accountability in Proposed Data Protection Legislation 

Two fundamental categories of accountability are to be found in proposed EU and US legisla-
tion: ‘internal’ and ‘external’. We briefly review each of these in turn below. 
2.1. Internal Accountability  
Internal accountability refers to the policies and procedures that a ‘data processing’ organisa-
tion – e.g., government department, commercial entity or charity – puts in place to demon-
strate to itself that its data processing operations comply with the requirements of proposed 
data protection legislation. The EU proposal [6] lays down a raft of legally binding require-
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ments that ‘data controllers’ (i.e., those who commission and are responsible for the pro-
cessing of personal data) must comply with as detailed in Articles 22 to 43. These require-
ments stipulate detailed documentation of data processing operations, security provisions, and 
the risks that attach to the categories of data being processed. The latter is called a ‘privacy 
impact assessment’ or PIA, and authorisation is required from a supervisory authority to pro-
cess high risk data (e.g., genetic and biometric data). Proposed EU legislation also requires 
that any enterprise that routinely engages in data processing and employs more than 250 peo-
ple, or any enterprise whose core operations rely on the regular and systematic monitoring of 
‘data subjects’ (i.e., individuals), or any public body that processes personal data, must appoint 
a data protection officer who must oversee data processing operations, operate independently 
of the controller, and report directly to management. No such requirement is mandated by 
proposed US legislation, which seeks to implement a voluntary code of conduct enforced 
through Federal acts prohibiting unfair or deceptive practices, though it does recommend the 
use of PIAs as an effective means of conducting ‘structured assessments’ of the potential pri-
vacy issues arising from new IT systems [25]. While the US proposal is very different from 
the EU proposal, both agree on the need to put rigorous internal accountability policies and 
procedures in place. 
2.2. External Accountability  
More relevant to this paper is the notion of ‘external’ accountability. External accountability 
refers to the policies and procedures a data processing organisation puts in place to demon-
strate to others outside the organisation that its operations are in compliance with the re-
quirements of proposed data protection legislation. Those ‘others’ fall into two essential cate-
gories: regulatory authorities and the individuals whose data an organisation processes. Being 
accountable to regulatory authorities means that an organisation can demonstrate that it has put 
internal data protection policies and procedures in place, including policies and procedures 
that make novel re-uses of data and third-party transfers accountable to regulatory authorities 
and individuals alike, and that it has also implemented external policies and procedures, par-
ticularly with regards to the individual. In proposed EU legislation such policies and proce-
dures fall under the auspices of ‘consent’ as laid out in Articles 6 to 20. These articles specify 
that data processing must be lawful and is only lawful if the data subject has given consent to 
the processing of their personal data for one or more specific purposes [6].  

Proposed EU legislation specifies a range of conditions that attach to the giving of consent, 
including providing information concerning the processing of personal data to the data subject 
in an ‘intelligible form, using clear and plain language’ (Article 11). The information provided 
must minimally consist of the identity and the contact details of the controller and data protec-
tion officer; the purposes of data processing, including the contract terms and general condi-
tions; whether the provision of personal data is obligatory or voluntary, as well as the possible 
consequences of failure to provide such data; the recipients of the personal data; the period for 
which the personal data will be stored; if applicable, that the controller intends to transfer per-
sonal data to a third country or international organisation and the level of protection afforded 
in such circumstances by reference to an adequacy decision by the Commission; any further 
information necessary to guarantee fair processing. The controller shall provide this infor-
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mation at the time when the personal data are obtained from the data subject, or at the time 
data is recorded, or within a reasonable period after data collection (Article 14). The controller 
shall also inform the data subject of their rights, including the right of access (Article 15) the 
right to rectification (Article 16), the right to be forgotten and to erasure (Article 17), the right 
to data portability (Article 18), the right not to be subject to measures which produces legal 
effects based solely on automated processing of data pertaining to performance at work, eco-
nomic situation, location, health, personal preferences, reliability or behaviour (Article 20), 
and the right to lodge a complaint to the supervisory authority and the contact details of the 
supervisory authority. Consent is a legal requirement of all data processing operations in Eu-
rope, though reuses of data that are ‘compatible’ with the original purposes for which it was 
gathered are allowed without further consent [4]. Failure to comply with the requirements of 
consent may result in a fine of up to €1,000,000 or up to 2% of an organisation’s annual 
(worldwide) turnover. 

While the US proposal is voluntary and punitive sanctions are therefore absent, the empha-
sis on external accountability to the data subject is just as pronounced, this time under the aus-
pices of ‘notice and choice’ enshrined in 6 of the 7 principles that constitute the ‘consumer 
privacy bill of rights’ (the other principle focuses on security and the implementation of ade-
quate internal accountability measures to ensure risks are identified and controlled) [25]. Thus, 
the Individual Control principle stipulates that consumers should be offered clear and simple 
choices about personal data collection, use, and disclosure, and means to withdraw or limit 
consent that are as easily used as the methods for granting consent in the first place. The 
Transparency principle stipulates that consumers should be provided with clear descriptions of 
the personal data to be collected, why the data is needed, how it will be used, when it will be 
deleted or de-identified, and whether and for what purposes it may be shared with third parties. 
The Respect for Context principle stipulates that data controllers should limit their use and 
disclosure of personal data to those purposes that are consistent with both the relationship that 
they have with consumers and the context in which the data was originally disclosed. The Ac-
cess and Accuracy principle stipulates that consumers should be provided with reasonable ac-
cess to personal data, and appropriate means and opportunity to correct inaccuracy, limit data 
(re)use, or request its deletion. The Focused Collection principle stipulates that only as much 
personal data as is needed to accomplish purposes specified under the Respect for Context 
principle is gathered. And the Accountability principle stipulates that data controllers should 
be accountable to enforcement authorities and consumers for adhering to these principles. 
2.3 Accountable Data Processing  
While proposed legislation is clearly different in the EU and US, one being extremely detailed 
and mandatory the other outlining key principles and voluntary, the emphasis on external ac-
countability to the data subject is pronounced in both and, sanctions aside, both are very simi-
lar. Thus, and for example, external data subject accountability turns in either case upon pro-
cessing data for specific purposes or purposes that are consistent/compatible with those for 
which it was originally collected, and conveying information related to data processing in 
ways that clearly describe the purposes of data processing, data retention policies, data transfer 
policies, and the data subject’s access, rectification and data deletion rights. There are differ-
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ences, the EU legislation clearly attaches more complex rights to the processing of personal 
data, but both recognise and stipulate the need to implement external data subject accountabil-
ities in the processing of personal data: 

“Privacy protection depends on companies being accountable to consumers as well as to agencies that 
enforce consumer data privacy protections.” [25] 

Accountability ‘frames’ the processing of personal data. It does not specify how accounta-
bility is to be achieved, only what it must consist of, and what it must consist of and provide is 
a demonstration that adequate privacy-preserving measures have been put in place: 

“Accountability refers to a company’s capacity to demonstrate the implementation of enforceable policies 
and procedures relating to privacy (whether adopted voluntarily or as a result of legal obligations).” [25] 

The demonstration is key and applies equally in Europe and America, not only to companies 
but to public bodies, not-for-profit organisations or any entity that processes personal data as 
part of its daily business. The demonstration is two-sided, consisting of ‘internal’ and ‘exter-
nal’ accountability. Internal accountability consists of implementing policies and procedures 
that enable a data processing organisation to demonstrate to itself that it has put adequate data 
protection measures in place, e.g., privacy impact assessments and data protection officers. 
External accountability, conversely, consists of demonstrating to others that adequate data 
protection measures are in place and it is here that making data processing accountable to the 
individual is key. 

3. Accountability in HCI 

Accountability is an important concept in HCI where it has been used to describe the challenges 
involved in making the behaviour of computational systems ‘observable and reportable’ in or-
der to better enable human-computer interaction [11]. By way of explaining the notion of ac-
countability at work here Dourish and Button first note that,  

“The act of systems design is the creation and manipulation of abstractions … Abstractions help us man-
age complexity by allowing us to selectively hide it. In systems design, abstractions typically function as 
‘black boxes’. They are defined by the nature of their interactions with the outside world (human users or 
other pieces of code - the ‘clients’ of the abstraction), which are typically defined in terms of the available 
functionality, procedure call conventions and return values - what we typically refer to as the ‘interfaces’ to 
the abstraction. The system’s internal mechanisms, which describe and control how it goes about doing the 
work it does, are intentionally not available to inspection … Human users interact with abstract interfaces to 
the system’s functionality (such as a print dialogue, or a direct manipulation view of a filesystem) which pro-
vide simple, consistent interaction by hiding the complex realities of the system mechanisms (creating a 
Postscript file and sending it to the printer, or copying files from a local disk to a server across a 
long-distance network connection).” [11] 

Dourish and Button go on to elaborate the benefits of making computational abstractions 
accountable to end-users in presenting a familiar ‘file-copying scenario’. The scenario involves 
dragging and dropping files into a folder over a network, the progress of which is reflected in a 
file transfer percentage bar. At 40% the copy operation fails. The authors ask, what resources 
are available to the user to understand what has happened, and to understand what options are 
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now available? Have 40% of the files been read from the local drive or been written onto the 
network drive, or have 40 % of all the files been read or written? There is no way of telling. 
The computational abstraction ordering file copying hides the details upon which such under-
standings could be based. The alternative is to make the underlying file copying mechanism 
‘translucent’, which involves surfacing the ‘structural properties’ of system hidden by the file 
copying abstraction. For example,  

“Between the file source and destination are arrayed a number of staging posts (data buckets). File data 
flows from the start-point to the end-point by moving from one bucket to another along a data path. As data 
flows from one bucket to the next, the buckets are related to each other by flow strategies, by which the 
movement of data from one to the next is regulated ... The flow of data through these, and the activation of 
the flow strategies, provides a framework for the relationship between the action in which the system en-
gages and the reading and writing of data files.” [11] 

Thus, surfacing underlying behaviour of computational systems, e.g., making data buckets and 
data flow observable and reportable, provides resources that users can draw on to answer the 
sorts of questions raised above – i.e., to monitor the flow of data and determine just where 
within it copying has reached when it stalls, for example, thereby allowing the user to make 
some sense of what the percentage-done bar is actually reporting. 

Accountability in HCI – computational accountability as we shall call it – thus refers to the 
surfacing or making visible of computational behaviours or actions to better enable hu-
man-computer interaction. These behaviours are traditionally masked by abstractions in sys-
tems design to hide complexity. The IoT is a massively complex computational environment, 
distributed across an increasingly dense and differentiated layering of people, activities and 
‘things’ – e.g., sensors in people’s homes, distributing data to multiple cloud servers, and pro-
cessing data in manifold locations. How are we to get a handle on this and make the IoT com-
putationally (and legally) accountable? One potential starting is provided by Robertson and 
Wagner [20], who construe of the IoT as a social-technical network – i.e., a distributed net-
work of ‘things that socialise’ with one another and with human beings. IoT devices may 
therefore be seen as ‘things’ situated in cooperative arrangements of data processing. Robert-
son and Wagner thus suggest that key concepts in CSCW (a sub-field of HCI) might enable 
design to negotiate the boundaries between (networks of) objects and people, making them 
transparent, understandable and adaptable. 

The most fundamental concept in CSCW is that of cooperative work, at the core of which is 
the notion of interdependence in work, which is to say that the parties to some job of work 
(e.g., of data processing) are mutually dependent in their work and are therefore required to 
cooperate in order to get the work done. Interdependence in work means that any cooperative 
effort thus involves secondary activities to mediate cooperative relationships. Cooperative 
work is not, then, simple a matter of A doing this and B doing that. Individual tasks must be 
‘articulated’ if they are to be effectively meshed together. As Schmidt and Bannon put it,  

“ … by entering into cooperative work relations, the participants must engage in activities that are, in a 
sense, extraneous to the activities that contribute directly to fashioning the product or service … That is, 
compared with individual work, cooperative work implies an overhead cost …” [22] 

The idea that cooperative arrangements involve a necessary overhead, which involves the ‘ar-
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ticulation’ of cooperative relationships, is key to the design of cooperative systems and rooted 
in the sociological studies of Anselm Strauss [24]. Strauss studied the conduct of work in or-
ganisations, which he conceived of as taking place within a division of labour. He was not the 
first to conceive of the division of labour, it had long been recognised in sociology, economics 
and other fields before it, but he did adopt a unique orientation to and understanding of it. 
Thus Strauss sought to conceptualise the division of labour in terms of work itself, that is as 
something brought about through the very doing of work, rather than as an external structure 
which contained work and shaped it. This ‘interactionist’ orientation conceives of work as 
consisting of a distinct ‘project’, e.g., building a house, or a computer, or processing personal 
data. The accomplishment of the project consists of an ‘arc of work’, i.e., the totality of the 
tasks involved in accomplishing the project. Strauss was interested in how discrete tasks with-
in complex projects and arcs of work are ‘sequentially and simultaneously’ carried out, such 
that one gears in with the other, and discrete ‘clusters of tasks’ and then larger ‘segments’ are 
meshed together to form the whole. Strauss called this gearing in and meshing together or in-
tegration of tasks ‘articulation work’, which he described as a ‘supra type of work’, an una-
voidable add-on to the doing of individual tasks.  

There is no time out from articulation work within the division of labour. Individual tasks 
must be articulated if they are to be geared into one another, and this minimally involves the 
‘allocation of articulation tasks’, including what is to be articulated, by whom, when, where, 
how, and so on thereby making every participant in the work ‘accountable’. Accountability 
here means that every worker is responsible for doing their assigned portion of the arc of work 
and rendering its accomplishment reportable to others according to certain criteria; e.g., when 
it was done, where it was done, how it was done, by whom, how much of it was or has been 
done, what is left to do, etc. It is tempting to see parallels here with the legal sense of ac-
countability – i.e., the demonstration that proper procedure has been implemented and com-
plied with – and this is underscored to some extent by Strauss’s notion of an ‘accountability 
ladder’ along with the idea that accountability can be ‘lateral’, ‘downwards’, or upwards to 
‘higher authority’ and is ‘enforced by law, custom, organisational rule, or mandate’. We 
should be careful about reading Strauss’s notion of accountability as being equivalent to legal 
conceptions, however. For Strauss-the-interactionist accountability is a key ingredient in the 
very doing of work itself:  

“ … accountability requires the work of reporting accountability”; … reporting is a crucial condition for fur-
ther interaction … in the total division of labour; … [thus] built into any division of labour is a system of ac-
countability which has direct bearing on the carrying out of types of work and their implicated tasks.” [24]  

On this view then accountability is an integral feature of the ongoing accomplishment of col-
laborative action. It does not frame action, as per the legal conception, but is an inherent fea-
ture of its conduct essential to the gearing in and meshing together of cooperative work. It 
consists of making action reportable to others so that they can see what’s been done, what’s 
going on, what needs to be done next, etc., and can integrate their actions accordingly. Ac-
countability in CSCW thus refers, as it does in HCI more generally, to the ‘observa-
ble-reportable’ character of action, but here the emphasis is on articulating individual actions 
within cooperative arrangements rather than surfacing computational behaviours masked by 
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abstractions. The concept of accountability in CSCW thus extends the computational concept 
of accountability from a matter of making computational behaviours observable and reportable 
to enabling arrangements of computer supported cooperative work as well.  

4. Reconciling Legal and Computational Accountabilities 

The legal notion of accountability is not the same as the computational notion. Legally con-
strued, accountability requires that data processing organisations demonstrate that they have 
implemented adequate privacy-preserving measures, with the adequacy of the matter being 
defined by legislation. Computationally construed, accountability requires that the behaviour 
of computational systems be surfaced and articulation work between actors be supported. How 
can we reconcile these different notions? Indeed, why should we? It would not be unreasona-
ble to suggest that we can take the privacy problem in contemporary life as read and simply 
busy ourselves with working out computational solutions. This might not be an unreasonable 
response, but it is not sufficient to simply acknowledge the problem. If we are to address it ef-
fectively we need to be able to respond appropriately to the requirements of proposed data 
protection legislation generally, and for the purposes of this paper, what they might amount to 
for the IoT as a primary engine of personal data production in particular. So how might we 
reconcile legal and computational accountabilities? The external data subject accountability 
requirements of proposed legislation provide a prima facie point of connection. External ac-
countabilities in legislative proposals make the data controller – the party or body that would 
consume personal data – accountable not only to supervisory authorities and enforcement 
agencies, but to the data subject or individual as well, and proposed legislation anticipates 
systems design to intervene and provide computational tools to enable accountability in this 
respect.  

Draft US legislation is explicitly concerned to enable users to ‘control how personal data 
flows in the digital economy’ and provide them with ‘better tools to do so’ [25]. Accordingly, 
the bill anticipates ‘innovative technologies’ that provide detailed privacy settings, do not 
track, and opt out mechanisms, with the caveat that while such mechanisms are beginning to 
‘show promise’ they require further development. While the EU proposal does not explicitly 
encode an Individual Control principle and is technologically ‘neutral’, the issue of individual 
control prefaces proposed legislation (see the explanatory memorandum). The issue of indi-
vidual control provides HCI and systems design with a common focal point for building ac-
countability into the IoT, one that becomes sharper when we turn to the agencies tasked with 
translating legislation into ‘best practice recommendations’ - notably the Article 29 Data Pro-
tection Working Party (WP29) in Europe and the Federal Trade Commission (FTC) in the US.  

Both of these agencies have recently issued data protection guidance for IoT development. 
Of particular note here are those recommendations that speak to the general principle of indi-
vidual control. The FTC proposes a number of practical measures to put the individual in con-
trol of personal data generated by IoT devices [12]. These include ‘general privacy menus’ 
enabling the application of user-defined privacy levels (e.g., low, medium, high) across all 
their IoT devices by default. The use of icons on IoT devices to ‘quickly convey’ important 
settings and attributes, such as when a device is connected to the Internet and to enable users 
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to quickly ‘toggle the connection on or off’. The use of out of band communications to relay 
important privacy and security settings to the user via other channels, e.g., via email or SMS, 
and the use of management portals or ‘dashboards’ that enable users to configure IoT devices 
and accompanying privacy settings. 

“Properly implemented, such ‘dashboard’ approaches can allow consumers clear ways to determine what 
information they agree to share.” [12] 

WP29 also proposes a number of practical measures to facilitate the application of EU legal 
requirements to the IoT. These include providing users with ‘granular choices’ over data col-
lection, including the time and frequency at which data are captured, and scheduling options to 
‘quickly disable’ data capture. Users should also be in a position to administrate IoT devices 
‘irrespective of the existence of any contractual relationship’ and easily export their data from 
IoT devices ‘in a structured and commonly-used format’. Furthermore, settings should be pro-
vided that enable users to distinguish between different individuals using shared devices so 
that they cannot learn about each other’s activities. Data portability aside, these recommenda-
tions complement the dashboard approach towards putting the principle of individual control 
into practice, insofar as they are concerned to put computational mechanisms in place that al-
low end-users to specify privacy settings. Thus accountability essentially becomes a matter of 
making data collection transparent through design and enabling user control over data cap-
ture. However, the WP29 recommendations go a step further: 

“Device manufacturers should enable local controlling and processing entities allowing users to have a 
clear picture of data collected by their devices and facilitating local storage and processing without having 
to transmit the data to the device manufacturer.” [5] 

The local control recommendation is radical, undermining the current approach to privacy that 
is being widely adopted by industry – i.e., encryption – which puts personal data online for 
cloud processing before making it available to the user. This is not to dismiss the need for se-
curity only to recognise, as Winstein [28] puts it, that it does not prevent abuses of personal 
data by industry, it just prevents ‘eavesdropping’ by others. 

The security-based model is necessary to put the principle of individual control into prac-
tice but not sufficient to enable privacy protection as data is not simply a technical object con-
sisting of bits and bytes, but a ‘relational object’ embedded in cooperative arrangements of 
data sharing, processing and use [8]. Thus, the flow of personal data in the IoT is not simply a 
matter of bits and bytes being transferred between machines. Rather these machines, and the 
data they generate and compute, are embedded in a division of labour that minimally impli-
cates data subjects (who the data is about in some way), data controllers (who consume their 
data), data processors (who process it, and may themselves be machines); and, while not di-
rectly implicated in the flow of personal data, data officers (who monitor data processing) and 
enforcement agencies (who regulate it). Thus, building external accountabilities into the IoT to 
enable individual control requires that we make the arrangements of cooperative work impli-
cating both the actors and the machines involved in the processing of personal data observable 
and reportable, i.e., accountable, so that the individual can reason about the demands being 
placed on their data and ensure its protection as needs be. We need, in other words, to make 
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the IoT computationally accountable to make it legally accountable and thus enable it to be 
demonstrated that adequate data protection procedures have been implemented in compliance 
with data protection regulation with respect to the external data subject accountabilities re-
quired by proposed legislation. The question is, how might we make the IoT accountable to 
the data subject and meet the overarching purpose of legislation, thus enabling the individual 
to control the flow of personal data in the digital economy? 

5. Building Accountability into the Internet of Things 

We are of course not the first researchers in HCI to consider the challenges posed by the IoT 
and how the privacy threat might be handled [21, 23, 26, 29]. Prior research has explored the 
development of privacy aware systems [e.g., 13, 14] and personal data management services 
[e.g., 1, 9, 17], with the latter being taken up on a commercial scale. The World Economic 
Forum (WEF) reports that more than one new personal data management service was launched 
per week between January 2013 and January 2014 [27]. The WEF sees these kinds of services 
as key to ‘empowering’ the individual and rebalancing the current ‘asymmetry in power’ in 
the digital economy. However, despite growing commercial interest, public uptake of personal 
data management services has been problematic. A recent report suggests that this is due, 
somewhat ironically, to public perceptions of ‘privacy and security risks’ [15]. The situation is 
compounded by the fact that personal data are distributed across a great many cloud-based si-
los having no standard data formats, no standard APIs for access, and no easy way of obtain-
ing a holistic overview. Needless to say, this makes it very difficult if not impossible for indi-
viduals to control the flow of personal data in the digital economy. 

An alternative approach advocated by Chaudry et al. [7] might be more apposite for ad-
dressing the privacy threat occasioned by the IoT and posits a physical device as a gateway 
to a distributed platform. This ‘Databox’ approach is based on prior research that sought to 
develop a new wave of personal digital services and applications for individuals and resulted 
in the ‘Dataware model’ [16]. The Dataware model posits a socio-technical division of labour 
which implicates the user (by or about whom data is created), data sources (e.g., IoT devices, 
which generate data about the user), a personal container (which collates the data produced by 
data sources and can be accessed via APIs), a catalogue (which allows the user to manage ac-
cess to the personal container), and data processors (external machines exploited by data con-
trollers who which wish to make use of the user’s data in some way). The Dataware model is a 
logical entity formed as a distributed computing system. The arc of work implicated in its use 
involves human readable data processing requests being sent to the catalogue, which are ap-
proved or rejected by the user. If approved, the catalogue issues a processing token to the data 
processor for permitted requests. The processor presents the token to the personal container, 
which accepts the token, runs the processing request on the relevant data sources, and then re-
turns the results to the data processor.  

The Dataware model represents a distinctive approach to personal data processing, that not 
only seeks to enable user control but also data minimisation. Thus, the Dataware model not 
only disrupts direct machine-to-machine processing, it also limits processing to specific re-
quests and limits data sharing to the results of processing; the raw data remains ‘in the box’ 
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under the users control. The Dataware model is currently being reconfigured around the 
Databox concept [7]. The Databox concept embeds the Dataware model in a physical object 
situated in the physical environment (e.g., a networked mini-computer in the home) under the 
direct control of the individual. It allows the individual to collate a diverse array of personal 
data sources – digital (i.e., online) and physical (i.e., IoT devices) – in a single place. The data 
sources remain distributed across digital and physical locations but Databox indexes them and 
allows the individual to control access to them. From an IoT perspective Databox holds data 
from local IoT devices in stores that can be written to by data sources but are isolated from 
reading by processors until appropriate permissions are presented. Data from IoT devices that 
process data online can also be collected by the Databox insofar as APIs are available, though 
this raises the possibility of privacy breaches insofar as the service provider has access to the 
data. Fortunately, not all IoT devices are locked into the cloud by default. 

Databox proposes that data stores are implemented as ‘unikernels’, i.e., application-specific 
virtual machines that eschew use of a general purpose operating system with the attack surface 
and management problems it entails, for a library operating system approach where only the 
specific system-level code required by the data store is linked into the resulting unikernel. The 
Databox approach enables raw data to be retained by the individual and supports both local 
processing of requests and local hosting of computation, including running algorithms on the 
box to deliver local services and/or to drive actuation. Raw data can be released to specific 
data processors should the individual wish to do so, though processing can be restricted to on-
ly those operations that have been explicitly permitted by the individual. In each case data is 
encrypted and tagged with sticky policies [18] in a bid to prevent data processors using the 
data for any but the specified purposes. Below we consider extensions to the Databox concept 
that are needed to make the IoT accountable to users and meet the external data subject re-
quirements of proposed legislation.  
5.1. Extending the Databox 
Computational accountability requires that the Databox make IoT devices and the actors im-
plicated in cooperative arrangements of data processing ‘observable and reportable’. The ex-
tended Databox model – which we call the IoT-Databox model - assumes that a number of 
distinct actors, of which there may be many of each, are directly implicated in data processing: 

• The individual or ‘data subject’. 
• The ‘data controller’ or party who wants to consume an individual’s data for some 

(lawful) purpose. 
• A ‘data processor’ or party who carries out data processing on the controller’s behalf, 

which we assume will be a machine.  
• An intermediary, which enables data controllers to discover data subjects and vice 

versa.  
This model of data sharing goes beyond ‘walled in’ data transfers between, for example, IoT 
device manufacturers and individuals to enable the broader use and reuse of personal data in 
the digital economy.  

The IoT-Databox model puts in place a set of interactional arrangements and supporting 
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system architecture that enables data subjects and data controllers to exploit an individual’s 
data for mutual benefit and, at the same time, enables demonstrable compliance with proposed 
legislation, particularly external data subject accountability requirements it requires including 
transparency and consent, granular choice, data portability, and access. Interaction between the 
parties to personal data processing (i.e., the actors) is provided for in the following ways. 

The data subject first configures IoT data sources. This entails associating physical (local) 
and online (remote) data sources with the Databox. Data sources may then be assigned own-
ership (e.g., collective, shared by specific individuals, or a single individual) and be annotated 
(e.g., fridge smart plug, kitchen humidity sensor, etc.). Individual accounts may also be creat-
ed to enable individuals to manage the data sources they own (including shared data sources). 
The data subject may then register with an intermediary discovery service. This entails estab-
lishing a secure association with the service, e.g., setting up an account and lodging an authen-
ticated public encryption key. The data subject may then post metadata about the data sources 
they own and wish to make available to data controllers and their processors; only meta-data 
about the data sources is published and gross location (e.g., the first part of a zip or post code), 
thus preserving the user’s privacy.  

Before a data controller can access a data subject’s data sources they must also register with 
the discovery service and create an account. This also entails establishing a secure association 
with the service, as well as declaring the legitimate purposes for which the controller seeks to 
process personal data, the kinds of data sources it wishes to exploit, and registering any data 
processor APIs. The latter enable individual access to processed data and allow data subjects 
to inspect data uses, retention, third-party sharing, etc. The data controller can also post con-
tainerised [10] apps on the discovery service, which can be downloaded by data subjects and 
enable data processing or the local hosting of computation on the Databox. Apps may also be 
provided by other parties (e.g., open source developers) who wish to support data processing 
(e.g., providing data visualization, analytic, risk evaluation apps). Apps are made automatical-
ly available to data subjects based on the data sources they have registered with the discovery 
service. 

The discovery service reviews a data controller’s application, rates the controller based on 
the information provided (e.g., no processor API might result in a poor rating) and issues a 
revocable machine-readable token that will allow the data processors acting on the controller’s 
behalf to search the data source registry for the required data sources. The discovery service 
also enables individuals to post reviews about data consumers and rate them. Reviews and rat-
ings are lodged with the controller’s account. Ratings are displayed alongside apps on the 
Databox, from where reviews can also be accessed, and the data subject can actively search 
the service via the IoT-Databox to find reviews and ratings for other data controllers should 
they wish. 

Interaction between data subjects and data controllers is mediated by a ‘multi-layered no-
tice’ [3] providing an easy to read description that identifies the controller, the purposes of 
processing, and the other mandatory information that is required to be provided to the data 
subject prior to data processing by proposed legislation. The multi-layered notice also defines 
the benefits of data processing, and the risks that attach to particular categories of data (e.g., 
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that occupancy can be inferred from C02 data). The data subject may use data visualisation 
apps to preview the data that is requested by the controller, and also exercise granular choice 
over data collection, configuring which data sources may be used and setting data sampling 
frequencies. This may reduce the service options that are available to the individual, which is 
dynamically reflected in the notice itself.  

Multi-layered notices – or ‘manifests’ – are attached (like terms and conditions) to apps. An 
app cannot be used without a manifest being in place and data cannot be transferred to a con-
troller’s processors without a manifest being completed by the data subject. Manifests are 
machine configurable, though it is assumed that they will initially be drafted by human actors 
(i.e., the controller’s representatives). Once a manifest has been configured by the data subject 
and accepted it assumes the status of a service level agreement or SLA (Figure 1), which the 
IoT-Databox transforms into a set of machine readable policies that govern a data processor’s 
access to the particular data sources agreed upon by the data subject and regulate subsequent 
data processing operations. 

Data subject interactions are provided for through the IoT-Databox Catalogue. In addition 
to the interactions outlined above (data source configuration, discovery service registration, 
metadata publication, app discovery, ratings and reviews, and SLA configuration), the Cata-
logue enables data processing auditing. Auditing enables the data subject to inspect all data 
processing operations, historical and live, that have been permitted on the IoT-Databox and the 
SLAs that attach to them. The audit log may be lodged and updated dynamically with a trusted 
third party or distributed ledger (as may the processor’s). The Catalogue also provides a mes-
saging service that enables data subjects and data consumers to communicate with one another 
(e.g., to identify faulty data sources, such as a sensor, or faulty appliances that may, for exam-
ple, need replacing). 

Architecturally the IoT-Databox model consists of three key components: the Databox, a 
controller’s processors, and the discovery service (Figure 2). The Databox is a small form fac-
tor computer consisting of a web server and webapp containing the catalogue UI, 
which supports user interaction with apps and data. Apps, like data stores, run within isolated 
containers (e.g., using Docker) and interact with APIs provided by the Databox to perform a 
task. For example, apps may use the Databox’s datastore API to query data sources for 
processing, or the comms API to send data to external machines. The comms API is re-
sponsible for recording transactions which are encrypted and signed/countersigned by the 
Databox and recipient of data and stored in the transaction log. Accounts, raw data 
and indexes, and metadata are also stored on the box. Restrictions on the use of the APIs is 
determined by an app’s SLA. Apps are installed/removed/updated using the Databox’s app 
manager API.  

The discovery service is a cloud-based service, which is interacted with using standard in-
ternet protocols (principally HTTPS). It consists of a web server and webapp containing the 
discovery UI providing for human interaction, and a query API providing for pro-
grammatic (machine-based) interaction. It contains a key and security association manager or 
key server, which is utilised by Databoxes and a data controller’s processors for signing 
data transactions. The discovery API allows data subjects to upload data source metadata  
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Figure 1. The IoT-Databox manifest/SLA. 
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(via the catalogue UI) and is stored as Databox metadata, which is made available to 
humans via the discovery UI or machines via the discovery API. The discovery ser-
vice manages an app repository of all apps, which are uploaded via the app API and 
indexed by the metadata they operate on. It provides tools to help data controllers publish 
apps, one of which will be a set of skeleton SLA templates that can be specialised ac-
cording to the particular aims of an app. And it manages accounts for data subjects and 
consumers, along with rating/reviews. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. The IoT-Databox Model. 

The discovery service provides most of the resources a data controller requires to exploit 
the IoT-Databox model. However, the controller will need to put in place sufficient resources 
to support their own operation. While the specific components needed to process data will 
vary from case to case, all controllers will need to deposit an app in the app repository to 
support their operations and we anticipate that they will want to keep a record of data transac-
tions and thus require a transaction log to meet their accountability requirements to 
supervisory authorities. They will also need to store their private keys. Minimally, per-
haps optimally, a controller’s app might perform local processing and/or data visualisation but 
entail no data export. A manifest/SLA will still be required but no further components are 
needed here. Where an app exports data however, the data controller is responsible for 
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providing a secure data endpoint and an encrypted connection for data transfer. Con-
trollers are also encouraged to provide a data access API. This is not mandatory but it is 
desirable as it enables a controller to meet the data subject accountability requirements of 
proposed legislation and thus allows individuals to gain further assurances on how their data is 
used. 

6. Conclusion 

The IoT-Databox model is currently under construction. Nevertheless, the interaction mecha-
nisms provided by this computational accountability system make data processing ‘observable 
and reportable’. This enables the actors involved in the arc of data processing work to articu-
late not only their own actions but also, in surfacing relevant behaviours of computational 
systems (IoT devices, data processors, data processing requests, etc.), the actions of underlying 
machines. The IoT-Databox model thus allows the actors involved the complex so-
cio-technical arrangements of cooperation involved in the processing of personal data to mesh 
their actions together. In articulating the actions of actors and machines the IoT-Databox mod-
el reflexively provides the transparency and consent, granular choice, access and data portabil-
ity required to make data processing accountable to the data subject and enable individuals to 
control the flow of data from IoT devices into the digital economy. In doing so it also enables 
data controllers to demonstrate compliance with the external data subject accountabilities re-
quired by proposed legislation. The IoT-Databox is, then, of potential benefit to both data 
subjects and data controllers who would make use of the IoT and the personal data it gener-
ates, enabling them to benefit from the use of personal data while at the same time managing 
the widespread threat to privacy occasioned by the IoT. 

“Data protection must move from ‘theory to practice’ … In the discussions on the future of the European and 
global data protection framework, accountability based mechanisms have been suggested as a way of 
encouraging data controllers to implement practical tools for effective data protection.” [2] 
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