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Multi-Paradigm Modelling (MPM) has been proposed to tackle the complexities of the systems we build to-
day. MPM proposes to explicitly model all relevant aspects of the system, at the right level(s) of abstraction,
using the most appropriate formalism(s), while explicitly modelling the process. This imposes stringent
requirements on any tool supporting MPM, such as support for distributed execution, support for multiple
users, all while having acceptable performance. In this paper, we wish to aid the development of such com-
plex tools by explicitly modelling the tool using the Parallel DEVS formalism, thereby applying the MPM
approach ourselves. This model is applied in two domains: performance evaluation and model debugging.
For performance, the DEVS model is used for what-if analysis and automated benchmarks. For debugging,
DEVS debuggers are used instead of code debuggers, raising the level of abstraction. In both cases, DEVS
yields deterministic execution, aiding in reproducibility.
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1 INTRODUCTION

The complexity of engineered systems is increasing, mainly due to their heterogeneity. Multi-Paradigm
Modelling (MPM) (Mosterman and Vangheluwe 2004, Vangheluwe et al. 2002) has been proposed to
tackle the complexities found in such heterogeneous systems, by explicitly modelling all relevant aspects
of the system at the right level(s) of abstraction, using the most appropriate formalism(s), while explicitly
modelling the process. Tools for MPM, however, have to support a wide variety of features, such as in-
teraction with multiple (existing) tools, multiple types of interface, and multiple users working jointly on
a single system. These high-level requirements result in several lower-level requirements: the system must
be distributed (to handle the “service” nature), must support concurrency (multiple users, each with their
own domain of expertise), and performance must be monitored and optimized (to handle complex models).
These low-level requirements are becoming more and more frequent in the software systems that we build
today, though we will focus on tools for MPM in this paper, and specifically our prototype tool for MPM:
the Modelverse (Van Tendeloo and Vangheluwe 2017b). We identify and address two types of problems
encountered during the development of such complex software systems: performance evaluation and model
debugging.

The first problem is related to performance evaluation. As the system is performance-critical, it is necessary
for there to be benchmarks, or at least some way of analyzing performance. However, such benchmarks
have limitations: they are executed on a shared-resource machine, meaning that performance results depend
on the interleaving with other applications. For example, benchmarks executed while the anti-virus program
is running or the operating system is being updated, result in incorrect performance results. Additionally,
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benchmark results strongly depend on the hardware platform, such as CPU and main memory, but also the
used network and all intermediate network components (e.g., switches). For example, the benchmark might
be adversely affected if communication happens over a congested network, over a wireless network, or if
the CPU is doing automatic frequency scaling for power management. Such benchmarks therefore have
limited predictive power: results are only valid for the machine on which they are run, and in those exact
circumstances.

The second problem is related to the debugability of the system. As the program is to be executed on a
shared-resource machine, its interleavings with other processes is non-deterministic. The use of a network
renders it even less reproducible: network delays are non-deterministic by nature. While developing such
systems, bugs can be hard to replicate, as they are often related to these interleavings. For example, bugs
causing deadlocks might only occur in a very select number of situations, and cannot be reproduced with
absolute certainty. Such bugs are often termed “Heisenbugs” (Gray 1985), and they represent the majority
of bugs in distributed applications. As debugging is an invasive operation, due to instrumentation, behaviour
might even change during debugging.

Both problems are caused by the non-determinism of the underlying platform, and is therefore a timing issue.
Performance evaluations are affected by the hardware used, as operations take different times to execute.
Results are therefore not reproducible on other machines, or even on the same machine, nor is there much
predictive power. Debugging, and specifically instrumentation, affects timing as operations suddenly take
longer to execute, or more operations have to be executed. This results in potentially different behaviour,
making debugging harder. To address both problems, we do away with the current notion of time, and
propose a time over which we have full control: simulated time (Goldstein and Khan 2017).

To use simulated time, we must make use of a simulation, instead of executing the actual program. There-
fore, we create a Parallel DEVS (Zeigler et al. 2000, Chow and Zeigler 1994) model of the tool in question,
effectively splitting the notions of wall clock time and simulated time.

The remainder of this paper is organized as follows. Section 2 presents necessary background on the ar-
chitecture of the Modelverse, which is referred to in our DEVS model. Section 3 presents the different
components of our DEVS model, and gives information on calibration. Section 4 presents the performance
results, which are used to achieve reproducible benchmarks and what-if analysis. Section 5 presents the de-
bugging results, which allows for deterministic debugging, and advanced debugging operations. Section 6
presents related work. Section 7 concludes the paper.

2 MODELVERSE ARCHITECTURE

Before explaining the DEVS models, it is necessary to elaborate on the architecture of the tool in question:
the Modelverse. This architecture is mimicked in the DEVS models explained later. The Modelverse is built
up out of three core components: the Modelverse Interface (MvI), the Modelverse Kernel (MvK), and the
Modelverse State (MvS). In short, the Mvl is the client-facing component (e.g., GUI), which interacts with
the MvK through a set of high-level operations (e.g., model-create), forming an MPM API. The MvK is
the computational part of the Modelverse, which expands these high-level operations into low-level graph
operations (e.g., create node) and forwards them to the MvS. The MvS, finally, is a graph database, storing
all data, such as models and the execution state, which offers a graph manipulation API. In our design, each
of these components can interact over a network, and there is thus no strong coupling between any of them.

Modelverse Interface The Modelverse Interface (Mvl) is a generic name for any tool that sends high-
level requests to the Modelverse. Communication is done using XML/HTTPRequest, and is therefore rel-
atively simple to implement, even in existing tools. In our case, we even have multiple implementations,
depending on the requirements of the user: a textual interface, a graphical interface, and a batch process-
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ing interface for Python. For the remainder of this paper, we assume that the Mvl merely has to send out
high-level operations (e.g., create model, delete model, add class, set attribute).

Modelverse Kernel The Modelverse Kernel (MvK) takes in high-level operations, and has to translate
them to low-level graph operations, thereby being responsible for all computation. This is non-trivial, as the
MvK is stateful (e.g., supported high-level operations depend on the sequence of operations) and some oper-
ations are complex to expand. For example, more complex operations are “execute model transformation”,
which results in thousands of low-level operations. The code governing the MvK behaviour is written in a
dedicated action language, which has an explicitly modelled semantics (Van Tendeloo 2015). It is important
to note that the MvK can receive requests from multiple Mvls simultaneously, where some Mvls might
belong to the same user. As such, some kind of task scheduling has to be defined, which sequentializes the
requests to the MvS.

Modelverse State  The Modelverse State (MvS) is a graph database, which processes low-level operations
on a graph, thereby being responsible for all data storage. It is possible to receive operations from multiple
MvK instances simultaneously, in which case they are processed in order of arrival. The MvS, however, does
not care about the origin of these requests, or dependencies between requests: all user and task management
is handled in the MvK, and the MvS merely reasons about graphs.

3 MODELLING

Now we model the previously presented components using DEVS, in the PythonPDEVS modelling and
simulation tool (Van Tendeloo and Vangheluwe 2014). While other tools are possible as well, PythonPDEVS
is a decent trade-off between performance and functionality (Van Tendeloo and Vangheluwe 2017a). We
model the three main components of the Modelverse, as presented before: the Interface (Mvl), Kernel
(MvK), and State (MvS). For each of these components, we reuse as much of the original code as possible.
As such, most execution logic is merely imported and reused in the DEVS model, though some minimal
DEVS wrapper code is necessary to make this fit in the DEVS formalism. By reusing existing logic, we
are sure that the same behaviour is visible. The network inbetween all of these components must also be
modelled: this is part of the environment that we have to model explicitly.

All of the sources are available online at https://msdl.uantwerpen.be/git/yentl/modelverse.

3.1 Modelverse Interface

The MvI was responsible for the creation of the high-level operations. While normally done by the user in-
teractively, for example by clicking a button, we assume that this is provided as input to the simulation. The
set of high-level operations to execute, is that of a power window modelling and safety verification (Van Ten-
deloo and Vangheluwe 2017b), as often used in the context of MPM (Mustafiz et al. 2012, Mosterman and
Vangheluwe 2004).

Model The DEVS model of the Mvl is, due to the previously mentioned restrictions, rather simple. It
contains a list of operations to execute, and a set of operations to execute for specific models (e.g., details
on how to model a control model). Whenever an operation is sent, we wait for a reply before sending the
next request. While usually the reply is presented to the user, it is now thrown away, as we operate in batch
mode. Despite this simple explanation, the DEVS model is quite convoluted, as we have to implement an
autonomous MvI from scratch. For each response that the MvI receives, it checks whether it has to stop the
simulation. This is done by setting a state variable, which is used by the termination condition.
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Calibration  As there are not many parameters to the Mvl, not a lot of calibration was required. The
list of operations to be executed, however, needs to be defined. As previously mentioned, we used the
power window case study, for which we needed the list of high-level operations. To obtain the list of actual
requests used, a real run of the Modelverse was instrumented with logging, thereby logging the various
high-level operations sent to the Modelverse. This resulted in a set of around 16,000 requests, grouped in
75 “request blocks”, as many requests don’t depend on the result of the previous ones. A single group is
sent simultaneously, thereby reducing the round trip time, as it is also done in the real execution of the
Modelverse.

3.2 Modelverse Kernel

The Modelverse Kernel was responsible for the computations: converting the high-level model-management
operations to low-level graph operations. As we reuse much of the logic from the actual Modelverse code
base, this model is mostly a wrapper around that logic. Nonetheless, task management had to be reimple-
mented to suit the DEVS formalism.

Model The DEVS formalism requires to have full control over timing behaviour. This did not suit
well with the original specification of the task management of the MvK, which was modelled with
SCCD (Van Mierlo et al. 2016), instead of coded. While this is ideal for execution, generated SCCD
code contains timing information and threading, making it unusable in a DEVS model. All task manage-
ment was reimplemented in DEVS, with behaviour similar to the original implementation. Most of the other
code, specifically the translation code, was reused.

Calibration The MvK needs some calibration, as the computations take time. This was not needed in
the Mvl, as we abstracted away the time needed by the MvI to come up with the next high-level operation.
We cannot do this for the MvK, as there are many steps involved in translating the high-level operations to
low-level operations. We have implemented two types of interpreter: one based on pure interpretation, and
one based on a Just-In-Time (JIT) compiler. The pure interpreter will take less time to do the conversion
to low-level operations, but will generate more low-level operations. On the other hand, the JIT will take
much more time for the conversion, but generates significantly less operations. Results were measured by
doing a first DEVS simulation run, where the computation was actually performed, and the time measured.
This gives a huge set of samples: 34,638,621 to be precise. For the JIT, the distribution of these values
is shown in Figure 1. It is clear that most operations take a relatively short time (those that were already
compiled), and some operations take significantly more time (those where compilation happens). For the
pure interpreter, all invocations are nearly instantaneous.

3.3 Modelverse State

The Modelverse State was responsible for state manipulations. Again, we reuse almost all logic from the
graph database that underlies our implementation, and therefore the DEVS model for this is merely a wrap-
per which monitors the time the operation takes.

Model The DEVS specification of the MvS is trivial: when receiving a list of low-level operations, the
operations are executed in order, and the simulation time is incremented with the time it takes to execute the
operations, which is sampled from a distribution. Results are subsequently sent back to the MvK.

Calibration Calibration is again required to determine how long the low-level operations take. For this,
the same approach is used as with the MvK: first do a “calibration run”, in which timing information for
each operation is recorded. Table 1 presents how many samples were made for each of the low-level graph
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operation \ samples averages
ol | Ope“a“?” '“'efge‘"e'a“o" | read root ID 1 0.00000286s
’ read dictionary 13,456,485 0.00000111s
1 read dictionary keys 181,314  0.00000804s
read node value 14,538,084  0.00000034s
Bx10° read dictionary by node 491,026  0.00000179s
read dictionary edge 503,147  0.00000289s
S create node 775,370 0.00000068s
§ create value 2,157,118 0.00000092s
S 4x10° create dictionary 1,329,637 0.00000452s
delete edge 1,489,940 0.00000288s
2x10° delete node 31,092  0.00000854s
dictionary key lookup 9,093  0.00001803s
0 create edge 5,263,314  0.00000184s
read outgoing edges 4,627,855 0.00000150s
Duration (s) read incoming edges 1,325,308 0.00000178s
Figure 1: Distribution of time taken for rule read edge 3,913,127 0.00000039s
garbage collect 21 0.88014233s

generation in the MvK.
Table 1: MvS operations and the measured calibration results.

operations, and gives some information on the values found. Some operations are not executed that fre-
quently, as the JIT was used, thereby lowering the number of low-level operations. Even though we present
the averages, the actual model can make use of an inferred distribution, or can sample from the measured
timings directly.

3.4 Network

Apart from the Modelverse components, our DEVS model also requires an explicit model of the network.
While normally the network is used as-is, for example through the use of sockets, we now explicitly model
this, giving us full control. This DEVS model only has to model latency and bandwidth. Other network
characteristics, such as routing and packet loss, can be ignored, as the original application also relied on
TCP/IP to handle these aspects. As we are not interested in any of these characteristics in particular, we
can abstract these away in this model. Note that packet loss is still included by taking it into account in the
latency distribution: while packet loss is handled in TCP/IP, the induced timeout and resend still increases
the latency.

Model The DEVS model of our network is relatively simple, and only models latency and bandwidth.
For each incoming message, we delay the sending by a time that is equal to the latency (a fixed cost), and
add the time due to the restricted bandwidth. As such, the message is serialized using JSON, which results
in a string that has to be transferred over the network. This string has a number of characters, and thus a
number of bytes, as we use ASCII encoding. Using this information, and the maximum bandwidth, we can
compute the time it takes for the message to pass over the network.

Calibration For the network, calibration is again required, as we need to find values for the latency and
the allowed bandwidth. Tools like ping can be used to estimate the round trip latency, and tools like iperf
can estimate the network bandwidth. When two components are ran on the same machine, latency and
bandwidth can be abstracted to zero and positive infinity, respectively. Packet loss is implicitly included in
the round trip latency measurements.
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Figure 2: Influence of MvI - MvK latency. Figure 3: Influence of MvK - MvS latency.

4 PERFORMANCE

We now apply this model for our first purpose: performance evaluation. We consider four aspects of perfor-
mance analysis that are simplified by modelling and simulation using the Parallel DEVS formalism. These
aspects are what-if analysis, benchmark automation, determinism, and benchmark performance.

4.1 What-if Analysis

First is the possibility for what-if analysis. While with usual benchmarks, we need to have access to the
benchmarking hardware to generate meaningful results, a what-if analysis allows us to use a hypothetical set-
up. This makes it possible to prototype specific hardware, such as a low-latency network, without actually
having to invest in it beforehand. Indeed, it might not be worthwhile the investment if the benchmark results
prove insatisfactory. Additionally, we can explore a set of possibilities, optimizing the total cost.

With a DEVS model, what-if analysis becomes possible. For example, we can easily change the network
latency parameter from Oms (e.g., local execution) to 500ms (e.g., satellite connection), and see the effect.
Figure 2 and Figure 3 present results for varying network latencies between the Mvl and MvK, and the MvK
and MvS on the total execution time, respectively. These results indicate that we can increase the latency
between the MvI and MvK without too many problems, which is one of the requirements of the Modelverse:
it must be able to run distributed, with MvIs running on various machines, possibly even over the internet
(i.e., relatively high latencies). Although the execution time does increase, it less than doubles when going
from an instantaneous connection (Oms latency) to a high latency connection (> 100ms latency). The MvK
and MvS, however, should ideally be ran with very low latencies, as the results indicated: execution time is
highly dependent on this latency. While not ideal, this does not form a significant problem: the MvK and
MvS are two server-side components, and are likely hosted close to one another and using a low-latency
connection.

These results are as expected, though they still provide added value: we can quantify how long it will take,
up to some degree of certainty. For example, we can now state that the performance is tolerable, even when
using a high-latency connection between MvI and MvK. For performance critical software, hard restrictions
are often imposed on the acceptable delays, rendering quantification important. Similarly, for the MvK and
MvS we intuitively know that splitting them is not a good idea performance-wise, as they communicate a
lot. Nonetheless, through simulation we can quantify the expected execution time, allowing for a trade-off.
Constraints and costs can be combined with the execution time to find a cost-optimal solution.
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Notwithstanding these advantages of the DEVS model, it remains an abstracted simulation. As such, results
will not be perfectly accurate, though rather to be within some bounds around the actual values. The more
fine grained the model becomes, the less abstractions are made, and the more accurate the results become.
However, less abstractions will also increase the simulation time. For our purposes, the current level of
abstraction proved sufficient.

4.2 Automation

A second advantage of using simulation is that everything can be fully automated. Going back to our
previous example of network latency, it is immediately obvious that we cannot automatically switch the
system over to various types of network, even if we were to have all the required hardware. More complex
hardware changes, such as disconnecting a network cable, or swapping the CPU, are even more difficult
to do automatically. As such, these operations are done manually, introducing manual intervention and
thus non-determinism: the point in time when the cable is manually disconnected, will vary between two
simulation runs, even if only by a few milliseconds.

With a DEVS model, all these operations become trivial to execute, as all relevant aspects of the system, such
as the network, are modelled explicitly. Disconnecting a network cable is then just sending an event to the
network model, which subsequently no longer transmits messages. All results presented in this paper were
obtained completely automatically, and without the use of any platform-specific operations. Additionally,
by disconnecting from the platform, it becomes possible to run multiple simulations simultaneously, as all
platform changes are simulated as well.

4.3 Determinism

A third advantage of using simulation is determinism. Normal benchmark execution, on actual hardware,
has many causes of non-determinism: a shared-resource machine, a shared network, varying network char-
acteristics, and so on. While it is possible to replicate benchmark results, they are only identical to some
level, and it might take several tries. If execution takes a significant amount of time, we often do not want
to execute the same program multiple times. Additionally, it makes it difficult for others to replicate results.

With a DEVS model, determinism is achieved by mod-

elling all sources of non-determinism, such as the net- Execution time jitter
work and computation times, explicitly. Changes to the 1
setup can be evaluated with a single simulation run, which
then automatically reuses exactly the same simulation
setup, as all data is deterministic. Not only will this result
in exactly the same behaviour, but it will also immediately
show the impact of changes on performance, without non-
deterministic jitter on the results. Of course, the perfor-
mance effect in general still requires multiple simulation oo oe 280 285 290 295 300
runs with varying seeds. Figure 4 presents the result of Execution time (s)

several actual execution runs of the program. While there
is less than 10% difference between all executions, the
difference is noticeable. With simulation, results are al-
ways equal, given the same random seed.

Samples
- N W A OO N O O

Figure 4: Actual execution results.
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Figure 5: Varying MvI - MvK latency. Figure 6: Varying MvK - MvS latency.

4.4 Performance

A fourth advantage of using simulation is that simulation is often faster than executing the actual application.
During execution of the program, only a part of it is spent on actual computation, as much overhead exists:
task switching, network timeouts, network transfer delays, and so on. During simulation, mostly the same
code is still executed as in the original application, though we can skip many of these sources of overhead.
For example, network latency only affects simulated time, as the network is not actually used, but only
simulated. As such, high network latencies (e.g., 500ms) will not take much longer to simulate than no
network latency at all (i.e., Oms). Similarly, simulations can happen on fast computers, while using the
timings of a slower computer. This is advantageous, as the wall clock time then progresses slower than
the simulated time, meaning that simulation becomes faster than actual execution. Notwithstanding these
speedups, simulation also introduces its own types of overhead. While this is not to be ignored, the overhead
induced by the network is generally larger than the simulator overhead.

Figure 5 presents the difference between the time needed for simulation, and the simulated execution time
for a range of different latencies between the Mvl and MvK. In this case, simulation is always slower than
actual execution, as this network connection is not frequently used. This is comparable to the results we had
before, where we saw that the influence of this latency on execution time is minimal. We do, however, notice
that the simulation time also increases, which was against expectations. It seemed that the JIT compiler,
which is a core component of the MvK, reacts differently depending on how much time it takes to execute
some functions.

Figure 6, on the other hand, shows the results for varying the MvK to MvS latency. Here, the simulation
time also increases, though far less than when executing the actual system. In this case, simulation clearly
outperforms actual execution: for 500ms latency, simulation is more than 24,000 times faster.

S DEBUGGING

Apart from performance analysis, DEVS modelling and simulation also helps debugging the application.
While the original application can be debugged using commonplace code debuggers, we claim that this is
not ideal for distributed and performance-critical applications, such as the ones considered in this paper.
Code debuggers often rely on instrumentation of the source code or binary, thereby altering the code that
is executed. While instrumentation does not modify the semantics of the code directly, it might indirectly
influence the semantics by increasing the execution time of some code fragments, thereby influencing var-
ious interleavings. Attempts have been made to minimize the impact of instrumentation, though advanced
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features, such as omniscient debugging, always have a noticable impact. We consider two shortcomings of
code debuggers in our context: lack of deterministic debugging and advanced debugging features. In the
remainder of this section, we elaborate on each problem, and mention how DEVS modelling and simulation
addresses this.

5.1 Deterministic Debugging

The first problem is the lack of deterministic debugging. When debugging, the code is almost always
instrumented in one way or the other. The simplest way of debugging, adding print statements, obviously
changes the source code. Even worse, it also changes the timing behaviour: the print statement has to
be executed, causing all operations after it to start later, possibly changing interleavings. All approaches
monitor the application in one way or the other, resulting in ever so slight changes in execution behaviour.
This makes it difficult to replicate bugs while using a debugger, or even on a second try. As a result, the
same execution might have to be replicated many times, just to make sure that the bug manifests itself. But
even when the bug can be reproduced frequently, the patches that are applied to further track down the bug
(e.g., more print statements), or even to fix the bug (e.g., change some algorithm), can merely mask away
the bug, instead of actually solving it. When non-determinism is involved in one way or the other, we often
cannot be certain whether a bug just no longer manifests itself, or was completely fixed.

With the DEVS model, we have previously mentioned that we achieved determinism for performance bench-
marks. But this determinism is also present during debugging: when nothing is altered in the simulated time,
any change to the algorithms has no effect whatsoever on the simulation results. Therefore, print statements
can be liberally added, and we can be sure that the bug is reproduced each and every time.

5.2 Advanced Debugging Features

The second problem is related to debugging features. While code debuggers have lots of features, some
intrusive features, such as omniscient (reversible) debugging, are only selectively enabled, as they have
a huge performance impact (e.g., up to 50,000x for omniscient debugging in GDB according to users').
Enabling such features aggravates non-determinism and makes it even more difficult to replicate the bug.
Nonetheless, even when running the code debugger on our DEVS simulation, the huge performance penalty
makes it difficult to use, and it then works at the wrong level of abstraction.

With the DEVS model, however, the level of abstraction can be raised by using a DEVS debugger. While
they both debug the same application, they do so at a different level of abstraction: code debuggers debug
each line of code, and for omniscient debugging, this means that each line of code can be “reverted”. DEVS
debuggers, however, debug transitions of the DEVS model, which are composed of hundreds or thousands
of lines of code. Naturally, the performance impact is decreased significantly. Additionally, advanced
debugging features that are already implemented for the specified DEVS simulator can be used as-is, such
as all the features implemented for PythonPDEVS (Van Mierlo et al. 2017). This opens up many new
dimensions to the debugging of our application, while limiting the performance impact.

6 RELATED WORK

We considered two aspects in this paper: performance evaluation and debugging. As such, related work is
also split up in these two dimensions.

Uhttps://softwareengineering.stackexchange.com/questions/181527/why-is-reverse-debugging-rarely-used
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For performance evaluation, the traditional approach is the creation of benchmarks, which execute the ap-
plication and measure how long it takes. While this yields trustworthy results, there were many potential
problems, as mentioned in this paper. DEVS modelling has been used before to measure the performance of
software applications, for which we now give some examples. One DEVS model was for a distributed DEVS
simulator (Syriani et al. 2011), where the DEVS abstract simulator was modelled using DEVS itself. This
was primarily done to monitor the behaviour of the simulator in exceptional cases, such as when a discon-
nect happens. Not many details were given on the calibration of the model, and the DEVS simulator itself
was not performance-critical in this paper: it was a minimal distributed DEVS simulator without advanced
synchronization protocol. As such, no attention was payed to the performance of the application. Another
DEVS model is that for a new algorithm for property-based locking in collaborative modelling (Debreceni
et al. 2017). Here, DEVS was also used for the context of (distributed) execution, though the focus was not
on execution performance, but on deterministic simulation as to whether a lock was granted or rejected.

For distributed debugging, the traditional approaches have troubles coordinating different systems and plat-
forms. Some code debuggers do exist, though they have a limited set of functionality in a distributed setting.
Even for non-distributed programs, code debuggers suffer from the difficulty of reproducing a bug, often
called intermittent bugs, or “Heisenbugs” (Gray 1985). Heisenbugs are bugs which “go away when you
look at them”, and could elude programmers for years of execution (Gray 1985). In non-distributed pro-
grams, Heisenbugs are much less frequent, as they are often caused by hardware faults. Much work has
been spent on decreasing the overhead of instrumentation, such as using dedicated hardware (Stollon 2011)
or dynamic instrumentation (Zhao et al. 2008). Nonetheless, an overhead still exists, thereby altering the
behaviour between runs. Related to our work, full system simulation (Albertsson and Magnusson 2000) can
be used to completely simulate the hardware on which we are executing. Compared to our approach, full
system simulation is more general, as it allows all types of applications to be executed. Nonetheless, due to
the very low level of abstraction, that of the CPU instructions, debugging is made difficult again, as we are
debugging using low-level concepts, instead of programming language or modelling concepts. As such, this
approach only seems useful when debugging parts of the operating system. Additionally, performance is
reduced even further, as execution is estimated to take about 50-200 times as long (Albertsson and Magnus-
son 2000). No mention is made about using this approach for distributed applications. For the previously
mentioned DEVS models, no mention was made about debugging using the DEVS model. A distributed
version of PythonPDEVS (Van Tendeloo and Vangheluwe 2015) was modelled using DEVS, and was used
for debugging (Van Tendeloo 2014). While no extensive DEVS debugger existed back then, the possibility
to alter the code (e.g., add print statements) and reproduce the bug, were immensly helpful in debugging
problems with the distributed synchronization algorithms.

7 CONCLUSIONS

Today’s software has to answer to many requirements, such as distributed execution, support for multiple
simultaneous users, and have acceptable performance as well. In particular, our tool for Multi-Paradigm
Modelling (MPM), called the Modelverse, has to fulfill such requirements due to the nature of MPM. Dur-
ing its development, problems arise due to the distributed and concurrent nature of the application, which
cannot be easily debugged with today’s code debuggers. After the initial development effort, performance
optimization is made difficult due to the tight relation with hardware and the non-deterministic nature of the
communication medium.

In this paper, the Modelverse was modelled in the Parallel DEVS formalism, thereby giving us full control
over time: wall clock time and simulated time are effectively split. This split gives us the ability to debug
the application without interfering with the delicate timing mechanics underlying the system, and due to the
higher level of abstraction, we can reuse advanced debugging operations, such as omniscient debugging,
without excessive overhead. Apart from debugging, performance analysis and optimization become easier
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and less ad-hoc than usual, as we can do what-if analysis, and deterministically get benchmarking results.
For each of these aspects, we have described how our DEVS model addresses these problems, resulting in
the aforementioned advantages.

While these results were obtained in the context of our prototype MPM tool, we believe that this approach
is applicable to many other complex, distributed applications. Advantages of using DEVS modelling and
simulation for tool development are relatively easily achievable, given that much code can be reused, as was
the case for our tool. In future work, we intend to further optimize the application with the use of our DEVS
model.
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