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Abstract
Social media platforms are often implicated
in the spread of misinformation for encour-
aging the behaviour of rapid-sharing without
adequate mechanisms for verifying informa-
tion. To counter this phenomena, much related
research in computer science has been focus-
ing on developing tools to detect misinforma-
tion, to rank fact-check-worthy claims, and to
understand their spread patterns, while psycho-
social approaches have been focused on un-
derstanding information literacy, ideology and
partisanship. In this paper, we demonstrate
through a survey of nearly 100 people that the
Human Values could have a significant influ-
ence on the way people perceive and share in-
formation. We argue that integrating a values-
oriented perspective into computational ap-
proaches for handling misinformation could
encourage misinformation prevention, and as-
sist in predicting and ranking misinformation.

1 Introduction

Why do people share misinformation online and
how can we prevent it? These questions have
prompted an interdisciplinary response focusing
on various aspects of the problem, such as how in-
dividuals become exposed to misinformation, who
might be most vulnerable, and how to help news
consumers make good judgements about what they
see online.
Computer science approaches address a number of
tasks that are important for fighting misinforma-
tion at scale, such as identifying deep fakes (Yang
et al., 2018), analysing provenance and spread pat-
terns (Wu et al., 2016), and assisting humans (e.g.
fact-checkers and journalists) with ranking and
prioritisation (Wiebe and Riloff, 2005; Cazalens
et al., 2018). As a companion to technological
and fact-checking approaches, information liter-
acy is promoted as a mitigating force against misin-
formation and disinformation online (DiFranzo and

Gloria-Garcia, 2017). The assumption is that, if the
end-consumer or media professional understands
how to view information critically, they will be
less inclined to believe or transmit misinformation.
However, research has shown that many people do
not adequately fact-check, or even read past the
headlines on social media (Allcott and Gentzkow,
2017). This signals that factors other than ana-
lytic reasoning or access to proper fact-checking
resources may be involved in the spread of mis-
information online. Furthermore, while research
indicates that individuals with information literacy
are less likely to share misinformation online and
more likely to fact-check news items before shar-
ing, studies show that information literate people
are also less likely to share news items in general
(Pennycook and Rand, 2018b). Sociological and
psychological research has indicated that there are
other motivations for engaging with misinforma-
tion, which can be emotional and ideological in
nature (Jost et al., 2018; Bronstein et al., 2018).
Several studies have emerged, in particular since
the 2016 US Presidential Election, focusing on
the role of ideology and belief in sharing misin-
formation online. However, this research is still
somewhat contradictory and difficult to evaluate or
to apply as strategy for interventions (Guess et al.,
2019).

In our work, we aimed to investigate Human
Values as psycho-social features that are possible
to detect and predict computationally, and which
provide a meaningful context for considering mis-
information. In particular, we are interested in the
following research questions:

• How are values visible in how individuals would share
and respond to information?

• What kinds of patterns can be observed?

• How would consideration of human values complement
other recommendations around information literacy or



computer science approaches to dealing with misinform-
ation?

In this paper, we explore data gathered from 97
individuals recruited from within University and
library networks. We discuss our collection and
analysis of their statements relative to a selection
of news headlines with ambiguous and unusual
claims. Applying the Theory of Basic Values from
Schwartz (Schwartz, 2012), we explore how human
values may influence judgements about informa-
tion and willingness to share. Finally, we argue
that integrating human-values approach could en-
courage misinformation prevention, and assist com-
putational approaches for predicting and ranking
misinformation.

2 Background and Related Work

Social media platforms have provided a fertile
ground for many different types of research ques-
tions about (mis)information. In the following sec-
tion, we describe some of the work that has been
done in different domains to get at root causes for
misinformation.

Psycho-Social Approaches

Psycho-social approaches to understanding the root
causes of misinformation generally focus on the
traits or characteristics that may be correlated
with sharing misinformation and mechanisms for
shaping behaviour. For example, researchers
have associated the characteristics of extroversion
and cooperativeness with sharing misinformation
(Zhu and Dong., 2010; Chen and Sin, 2013), as
well as dogmatism and religious belief (Bronstein
et al., 2018). Some of these traits are also believed
to be demographic. Guess et al. (2019), for ex-
ample, looked at the age and self-described polit-
ical affinity of Facebook users and found that con-
servatives were more likely to share news from
disreputable sources, but perhaps more signific-
antly, that older users on Facebook were seven
times more likely to share news from fake domains.
Such studies, however, can be difficult to interpret.
The same study by Guess et al. (2019), for example,
determined that older users were also more likely
to share facts.

Studies on the role of partisan thinking and
misinformation have also had mixed results. Some
studies show that conservatives share more misin-
formation (Grinberg et al., 2019; Ecker and Ang,
2019), while other studies have argued that this

correlation may be related to other potentially con-
founding factors such as perceived bias in the me-
dia and in fact-checking organisations (Allcott and
Gentzkow, 2017), or shared information processing
tendencies of conservative versus liberal individu-
als (Harper and Baguley, 2019). Recent research
by Harper and Baguley (2019) demonstrated that
liberals and conservatives are equally vulnerable
to believing misinformation, but for different reas-
ons. The authors found that the greater the partisan
attachment (on either side), the more willing in-
dividuals appear to be in engaging in “cognitive
distortion” to protect their views.
In addition to contradictory ideas about vulnerab-
ility to misinformation, researchers also have dif-
ferent perspectives on how to tackle emotional or
ideological factors in misinformation correction.
Weeks (Weeks, 2015) found that certain emotional
states can mitigate or exacerbate partisan think-
ing, but that ultimately receiving corrected inform-
ation did improve “belief accuracy”. Ecker and
Ang (2019) explored this further in the context
of so-called “backfire effects” and found that par-
tisan thinking was most difficult to correct when
it involved general misinformation, rather than in-
formation about a specific case, depending on how
much the correction requires an adjustment of their
attitude toward the issue at hand. Marietta and
Barker (2019) suggested that underlying values,
rather than partisanship or domain knowledge,
are at the root of cognitive biases in the domain
of misinformation. Jost et al. (2018) argue that
these values might make certain groups more
susceptible to misinformation and more likely to
create the conditions under which it thrives (such
as homogeneous networks and ”echo chambers”).
The study by Ecker and Ang (2019) largely sup-
ports this interpretation as well, though they also
conclude that further research is necessary. Work
of this kind makes an attempt to understand in-
tention in misinformation, insofar as it relates to
preserving values. If we can understand what an
individual is trying to preserve in endorsing or re-
futing a particular claim, one can understand more
about the motivations with which one engages in
the production or spread of misinformation.
However, a lack in analytic reasoning skills is
often suggested as the primary root cause for mis-
information, even more than domain knowledge
or other traits and characteristics. Analytic reas-
oning skills outperform other types of political or



domain knowledge in helping individuals to dis-
tinguish trustworthy from non-trustworthy content
(Kahne and Bowyer, 2017), including when it sup-
ports or confronts a personal bias (Kahne and Bow-
yer, 2017; Pennycook and Rand, 2018a; Metaxas,
2018). However, analytic reasoning has been as-
sociated with a more general “unwillingness” to
share news on social media (real or “fake”) (Pen-
nycook and Rand, 2018b). Our research allowed
us to explore the roots of misinformation further,
to see what other information processing activities
might be taking place.

Computational Approaches

Computing has offered many contributions to bat-
tling misinformation, from detection techniques
to studying information cascades (Fernandez and
Alani, 2018). Reputation and credibility of news
sources also plays a role in automatic detection of
misinformation. Computational techniques have
been developed for assigning credibility scores
based on how often one produces or shares mis-
information (Alrubaian et al., 2017), the gen-
eral credibility of publishers (Ciampaglia et al.,
2018) and the persistence of that misinformation
within their network (Bradai, 2014). However,
reputation-based classification is not sufficient for
misinformation detection (Asr and Taboada, 2018).
More recent work has explored detecting misin-
formation through “content indicators”, such as
de-contextualised quotations, title representative-
ness and language use (avoiding ‘clickbait’), lo-
gical fallacy and inference (Zhang et al., 2018).
One area in which computer science has had a
fruitful partnership with human experts is with the
process of ranking ‘claims’ for fact-checking. A
claim is a statement that can be extracted from a
document and fact-checked (Cazalens et al., 2018).
Machine learning algorithms can now identify and
sort claims within information, so that they can be
prioritised for human review (Wiebe and Riloff,
2005; Cazalens et al., 2018). The ClaimReview1

markup has become an open standard, making it
possible for many fact-checking organisations to
identify and publish, through structured data, what
is actually being claimed, who made the claim and
the verdict against the claim (according to fact-
checkers). Stories can also be ranked according to
their reach, such as in rumour detection (Zubiaga
et al., 2016, 2018), as well as persistence in public

1https://schema.org/ClaimReview

debate. For example, Dispute Finder2 is a plug-in
that identifies contested claims. UK fact-checking
organisation, Full Fact3, has also used data from
the Open Data Institute4 to extract topics of local
interests that are regularly updated in the institute’s
databases. Improving tools that assist fact-checkers
in this way can help them to anticipate early which
stories might have the greatest impact on specific
communities.
However, while automated techniques are an im-
portant aspect of computational approaches, there
is some consensus that these techniques should be
accompanied by strong social science modelling
and human expertise to improve their value. On
social media, facts are often modified with subject-
ive statements in the commentary, which appear to
have misinforming consequences, even when the
information presented in the news article is correct
(Anspach and Carlson, 2018). In addition, stories
that have already been viewed many times (reach)
over a considerable period of time (persistence)
may have already had serious consequences (Caza-
lens et al., 2018). In her investigation of misinform-
ation and disinformation detection approaches, Søe
(2018) concluded that focusing on truth in mis-
information detection may miss the mark. She
argues that it is not whether something is true
or false, credible or not credible, that is actually
the distinguishing feature between information and
misinformation. Rather, intention and “mislead-
ingness” are the true values by which something
can be judged as misinformation (Søe, 2018). This
suggest the need for a stronger partnership between
the computationals and social sciences to achieve a
better understanding of how to identify and inter-
vene in misinformation.

Human Values
Human values are understood as “the criteria
people use to select and justify actions, to evaluate
people (including the self) and events” (Schwartz,
1992). Influential studies on human values by
Rokeach (1973), Hofstede (2009), Schwartz (1992,
2012), Kluckhohn and Strodtbeck (Hills, 2002)
have all arrived at somewhat similar conclusions,
that some values are shared universally, with vary-
ing degrees of influence over human understanding
and behaviour. This suggests that it might be pos-
sible to find patterns in how individuals relate to in-

2http://ennals.org/rob/archive/confront/DisputeF inder.html
3https://fullfact.org/
4https://theodi.org/



formation and misinformation, by considering what
might be important to them. Schwartz’s theory, in
particular, exposed value relationships, which high-
light how clusters of values operate together. The
“theory of basic human values” from Schwartz (see
Figure 1) argued that there are 10 basic set of uni-
versal values guiding human behaviour, which can
be represented in a circular structure, evidencing
conflicts and compatibility among the ten values
(Universalism, Benevolence, Conformity and Tra-
dition, Security, Power, Achievement, Hedonism,
Stimulation and Self-direction).

Figure 1: Human Values from Schwartz (Schwartz,
2012)

For Schwartz (2012) and Lyons et al. (2007), val-
ues can also be viewed on a dimension of openness
to change. Universalism, Hedonism and Stimula-
tion are very clearly on the open side of the wheel
from Schwartz. Likewise, Conformity, Tradition,
Security and Power are very clearly on the other.

Although the structure is universal, individu-
als and social groups differ substantially in the
relative importance they attribute to the values
(Schwartz, 2012). Although present in the judge-
ment process, the impact of values in everyday
decisions is rarely conscious, as values transcend
specific actions and situations (Schwartz, 2012).
As further described, in this study, we look at the
human values as additional criteria beyond analyt-
ical reasoning for assessing information.

Computational detection of human values has
been conducted typically through “content ana-
lysis”. This can be achieved at the word, phrase,
sentence, multiple sentence, paragraph, or docu-
ment level (Fleischmann et al., 2009). Takayama
et al. (2014) applied a word-scale probabilistic
latent variable model for detecting human values,
using a combination of literature on human values

to annotate their training data, including a meta-
inventory conducted by Cheng and Fleischmann
(2010) for the purposes of easing automatic detec-
tion of human values in relation to Net Neutrality.
Their resulting classifier achieves a level of accur-
acy similar to human annotators. Ishita et al. (2017)
demonstrated how human values might “motivate
sentiment” toward the Fukushima Nuclear Disaster.
The authors annotated a corpus of 2,100 newspaper
articles relating to the event, using a handcraf-
ted set of annotations related to human values,
and trained a classifier to detect those values. The
authors do not indicate how the annotations were
derived.

Only more recently, Human Values have also
been explored in conjunction with other demo-
graphic features to understand how different in-
dividuals relate to misinformation. Verma et al.
(2019), for example, found connections between
valuing security, and trust in mainstream media.
To our knowledge, detecting values has not yet
become a primary part of the misinformation detec-
tion or prioritisation process. Still, the work above
demonstrates that human values are possible to de-
tect and relevant for the domain of misinformation.
Moreover, it is possible to utilise this information
to understand human reactions to complex topics,
such as ethics, computationally. To this end, it is
necessary the development of a strong set of train-
ing data reflecting scenarios in which quick value
judgements might play a role.

3 Research Approach

For our research, we sought out a group of parti-
cipants with similar experience and knowledge, to
improve our ability to see what else (other than
reasoning skills or domain knowledge) makes a
difference in how individuals process and judge
the information they see online. We also added
a baseline exercise to check participants’ reason-
ing skills with their ability to recognise a subject-
ive from an objective claim. To simulate a social
media environment, in which an individual might
quickly browse headlines on a smart phone or other
devices, we chose to present participants with short
headlines and no additional data. We were less
interested in participant success in identifying true
stories, but rather their justification process. There-
fore, we borrowed news headlines from the Fake
News Card Game5. In the game, the objective is

5by The Takeover Game Ltd.



to convince others that fake news stories are true,
so the stories are deliberately ambiguous to make
assigning a truth value difficult. We chose 10 stor-
ies that involved a range of topics, from political
themes to natural wonders.

Participants recruitment
We recruited participants from our network of lib-
rary professionals, to ensure information literacy
as described above. Participants were provided
with a link in the recruitment notice to complete
a questionnaire at any time within a one month
period, after which we closed the questionnaire
for future responses. They did not provide any
personal or identifying information, except their
perceived level of experience and confidence on
information literacy. Participants were asked (and
trusted) not to utilise the Internet in completing the
questionnaire.

Research instrument
An online questionnaire6 consisted of 2 main parts:
the first one for assessing the veracity of a set of
headlines and reflecting on their potential willing-
ness to share the stories or not. The second part
included a control test based on judgement versus
observation to assess participants’ analytic reason-
ing skills.

Part 1. Assessing Headlines
In part 1 of the questionnaire, participants were
required to assign a truth value to each claim and
justify their decisions. The stories provided to par-
ticipants were:

1. Bearded London hipster mistaken for member of Isis
and assaulted by nationalists

2. Man high on drugs rescues dog from imaginary house
on fire

3. Nigerian restaurant serves human flesh

4. Fish survives six months without half its body

5. Neighbour from hell eats girl’s guinea pig

6. Man allowed to board plane after bomb found in his
baggage

7. NHS purchases gluten-free bread for £32.27 per loaf

8. In Switzerland, it is illegal to own only one guinea pig

9. The Bluegill fish is one of the most dangerous fish in
North America. When the bluegill are feeding in a
school, they can completely dismantle a human body in
less than 15 minutes.

6The full questionnaire is available for view at: ht-
tps://forms.gle/1yo3UexvNNM4ZQUF8

10. Britain has the highest rate of cocaine use among young
adults in Europe. Their consumption is almost double
that of other nations on the continent.

These particular stories were chosen because
they did not have any overt political association, yet
they do touch on themes such as drug use, national
security, law and order, and the natural world. Five
of the stories were true and five were false. The
participants were informed of this to avoid the total
scepticism in those with strong reasoning skills
(Pennycook and Rand, 2018a), as noted earlier in
this paper.

Participants were then asked to indicate: (i)
which stories they would share if they were un-
able to fact-check them first; (ii) which they would
share if they could fact-check them first. Once
again, they provided a justification.

Part 2. Judgement x Observation
Part 2 of the questionnaire asked participants to
determine from a set of 10 statements whether the
statement is a judgement (subjective) or an obser-
vation (objective, fact-based).

Examples of these statements include:

• Cheryl is happy.

• Dominique is happy (with photo).

• President Trump lies a lot.

All of the statements provided were subjective
judgements. We drew on definitions of objectiv-
ity and subjectivity from Letherby et al. (2012),
in which judgements (subjectivity) are interpreta-
tions of facts we cannot know or determine with the
information provided. 4 of the judgements were de-
signed to resemble objective statements, but which
included subjective cues, such as colours, impre-
cise measures of volume or size, and accompanying
photographs. These items were the control items,
intended to test whether the participant had care-
fully analysed each statement. A score >=7 on this
exercise was considered a strong score, as it meant
that a participant got at least one the control items
correct.

Data Analysis
The first part of data analysis generated descriptive
statistics about the population and how it performed
on certain tasks. We identified some initial patterns
in the data, which we then investigated further us-
ing qualitative methods, such as thematic analysis
(Braun et al., 2019) of participant justifications and



comments. To add weight to this analysis, we cal-
culated a ‘demand for fact-checking’, by looking
at the increase in the number of participants who
would share a story if it were fact-checked and
determined to be true.

The analysis was centred around the Theory
of Basic Values from Schwartz (2012) to annot-
ate both the headlines we shared with participants
and the participant’s statements about those head-
lines. Annotations for headlines were provided
by five raters (two of whom have a background in
Schwartz’s theory, and three with a background in
social science and qualitative research). Annota-
tions for comments were provided by two raters,
both with a social science background. Categor-
ies were not mutually exclusive, meaning a rater
could assign more than one value to a headline or
comment.

To be able to calculate inter-rater agreement,
it was necessary to simplify the categories after
annotation (Kirilenko and Stepchenkova, 2016).
Therefore, we used the dimension of openness to
change, as per Schwartz (2012) and Lyons et al.
(2007), to look at ”groups” of values (”open”,
”closed” and ”boundary”). Universalism, Hedon-
ism and Stimulation were considered open. Con-
formity, Tradition, Security and Power are closed.
Benevolence and Achievement were boundary val-
ues that we observed in connection with both open
and closed value systems among our participants.
We then calculated Krippendorf’s Alpha (De Swert,
2012) with the resulting categories, as we used mul-
tiple different raters. Table 1 provides a description
of the initial coding scheme for justifications and
comments which reflects Schwartz’s scale plus a
code for references to ‘plausibility’.

4 Results

97 participants took part in the study. Surprisingly,
only 82.5% of participants answered that they felt
information literate, regardless of their involvement
in library services. However, we did not identify
any notable differences (other than individual per-
ceptions) in how these participants’ responses.

Recognising Judgements vs. Observations

In part 2 of the questionnaire, most participants
tended to struggle on items that involved determ-
inations of size and volume (such as ‘gigantic’
or ‘a lot’), and subjective judgements about emo-
tion when provided with a picture. The statement

Table 1: Description of Values Coding Scheme

“Cheryl is happy” was correctly identified as a
judgement by 88% of participants. The statement
“Dominique is happy”, accompanied by a photo-
graph of a woman smiling was correctly identified
as a judgement by only 45% of participants7. We
did not find a strong relationship between perform-
ance on the judgement versus observation exercise
and performance in assigning a correct truth value
for a news item. However, participants who scored
90-100% on either exercise never scored below
70% on the other. This indicates that there may
be some slight benefit, with more skill or experi-
ence, to having more finely tuned reasoning skills
when confronted with limited information (such as
a headline).

Justifications with Limited Context
In 5 cases, the number of participants assigning a
value of true or false was noticeably unbalanced.
Headline 3 received a correct assessment of ‘false’
by most participants (91%). When participants
had to justify the reasons for their choice, parti-
cipants expressly mentioned the perceptions of ra-
cism (n=15) and the motivations one might have
for making controversial statements about a sub-
Saharan African country (n=3). Other justifications
included that the headline sounded sensationalist
and unlikely, or hope that the story was not true
(n=9). Only 6 participants said they would share
this story without fact-checking it, and this number

7projection of internal states is subjective (Letherby et al.,
2012)



increased to only 14 participants, who said they
would share this story if they could fact-check it.
Headline 4 was identified correctly by 72% of par-
ticipants as true. The justifications provided by
the participants were, for example, related to what
the participants felt they already knew about the
natural world (n=33) and the perceived plausibility
of the claim (n=11). Compared to other stories,
more participants would choose to share this story
both before and after fact-checking. 72% of parti-
cipants incorrectly identified Headline 6 as false.
Participants overwhelmingly had difficulty imagin-
ing such a story could be true, according to their
justifications, in light of security concerns world-
wide. Their justifications included, for example,
trust in secure borders (n=14), or that it simply
wasn’t likely given the events of the past 8-10 years
(n=10). Some participants, who correctly identi-
fied the story as true, mentioned that they could
imagine additional context that might make the
story correct, such as a bomb that was not live or
a bomb taken on by mistake (n=4). 61% of the
participants correctly identified Headline 8 as true.
This story was also among those most likely to be
shared by participants both before (n=51) and after
fact-checking (n=37). However, fewer participants
would share it after fact-checking. Finally, 71% of
participants correctly identified Headline 10 as true.
This was the fourth story that was most likely to be
shared both before (n = 33) and after fact-checking
(n=33).

Figure 2 shows a breakdown of how many times
certain justifications were given by participants in
choosing why they might share a certain story.

Figure 2: Participants’ justifications for sharing or not
sharing headlines

For our participants group, serious interest in
the topic and avoidance of risk or consequences
were the two most commonly given justifications

for why a participant made their choice to share or
not share a given story.

Values Analysis
Table 2 shows how we mapped participant justi-
fications for sharing or not sharing a headline to
the values scheme from Schwartz. In this table,
FC represents the ‘demand for fact-checking’ on
the story, as calculated by how fact-checking influ-
ences whether or not a participant would then share
a given story. The items marked in grey have the
greatest demand for a fact check. One interesting
result from this is that the story of a Nigerian res-
taurant serving human flesh has a high demand for
fact-checking, but a low interest in sharing, even
after fact-checking. Desires to share the story about
the neighbour who allegedly ate a pet guinea even
reduce after fact-checking. This indicates that the
importance of the truth of the story may be separate
from a desire to share.

Table 2: Values Analysis

Stories that create a demand for fact-checking
appear to be most connected to values of Conform-
ity and Universalism, two values that are quite far
apart on Schwartz’s wheel. Conformity is one of
the closed values that is related to “Conservation”
in Schwartz’s theory, while Universalism is a more
open value related to “Self-Transcendence”.
Figure 3 shows the “value profile” of each head-
lines, as assigned by our 4 raters according to the
values they felt could be triggered or challenged.
For some headlines, the “value profile” is more
stable, such as stories 4, 7 and 8. In others, raters
saw the potential for many different values to play
a role, for example, with story 6. This is partly to
do with the non-exclusivity of the codes and also
the different interpretations of values that are quite
close together on Schwartz’s wheel, such as Con-



formity and Tradition, or Universalism and Stim-
ulation. This continued in the analysis of values
present in participants’ comments about headlines.

Figure 3: Values Profiles for Headlines

Figure 4 connects participant scores on the
baseline, with the values annotators assigned to
their statements about a given story. High per-
formers on the analytic baseline made more state-
ments related to Self-direction and Achievement
than low performers. Low performers made more
statements related to Security, Conformity, Tradi-
tion, and Hedonism. As described earlier, we also
simplified the 10 values from Schwartz into categor-
ies of ”open”, ”closed” and ”boundary” values for
a more general analysis of participant comments
8. For this analysis, categories were exclusive and
Krippendorf’s alpha was calculated at .886 overall.

One can see from the simplified categories that
the basic trend is preserved, in which the boundary
value of Achievement (in particular with regard
to the respect for intelligence and reasoning) is
connected with better performance overall in both
exercises in the questionnaire. This may explain
the role of analytic reasoning from a values-based,
rather than a competency-based approach.

We also compared the values assigned to parti-
cipant statements based on those who believed a
given story was true compared with participants
who did not believe the story was true (see Figure
6 and 7). One can see how values of security are
more present in participants that incorrectly identi-
fied the story about the bomb on the plane as false.
Likewise, values of Universalism are more present

8This categorisation has also been suggested recently
within the context of both British and American partisan
politics. See https://blogs.lse.ac.uk/politicsandpolicy/from-
left-right-to-open-closed-politics/

Figure 4: High and Low Performers on the judgement
exercise

Figure 5: High and Low Performers on the judgement
exercise (simplified)

in those that incorrectly identified the story about a
hipster mistaken for ISIS as true.

Figure 6: Comparing values by belief - Security

We can observe that certain value schemes do
emerge in relationship to the stories, especially
with respect to maintaining a generally open value
system or a generally closed system, with the
boundary values acting as modifying components,
or as general ambiguity or cautiousness in making
a judgement.



Figure 7: Comparing values by belief - Universalism

5 Discussion

Our findings have suggested that values, in
addition to the truth, impact which information
an individual will deem worthy of sharing. In
some cases, values even outweigh the truth in the
decision to share. As such, understanding how
news stories signal values to readers and how
readers process those signals is an important aspect
of misinformation detection and correction.
Our study suggested that “closed” values of
Security, Conformity and Tradition were asso-
ciated with greater difficulty both in assigning
the correct truth value to a story and recognising
the difference between subjective and objective
statements. When progress and tradition are at
loggerheads, as might be considered the case with
topics such social justice or climate change, one
could expect values to confound our judgement
over the “facts”. This is important because much
of what we might encounter online, especially
on social media, may include subjective claims
that frame facts in misleading ways, or which
include false information. Our findings indicate
that individuals guided by more ”closed” values
may be more vulnerable to misinformation. More
research is needed to understand the interplay
between competency, interest, and emotion in
the development and expression of values. This
finding does, however, correlate with other studies
(Ecker and Ang (2019) and Harper and Baguley
(2019), for example) that explore liberal and
conservative responses to misinformation.

Limitations and Future Work
We recognise several limitations that impact our
research, some of which present additional oppor-
tunities for future work. For example, we could

not verify that participants did not use the internet
(though their responses do not indicate that they
did). In addition, our participant group was fairly
homogeneous, by design, to be information literate.
However, they are all library professionals, which
may attract participants with a certain type of value
system. We saw a high representation of values
associated with Self-transcendence, such as Uni-
versalism and Benevolence. In our study, we also
found that our participants tended to be more keen
to share claims that do not challenge their values or
carry a lot of risk. Such findings fit the participant
pool, but would be interesting to test with other
types of professional groups, or groups that are
more interested in conflict (e.g. trolls, conspiracy
theorists).
In addition, this work is descriptive and qualitative.
We plan to take this work further to examine our
results in more detail. In our related work, we have
already described some approaches for detecting
human values. In the immediate future, we will
conduct a larger scale human annotation exercise
to get more precise results for both images and
text. We will also develop and train a classifier.
The completion of this exercise would allow us to
compare our results with those of studies using the
meta-inventory analysis conducted by Cheng and
Fleischmann (2010).

6 Conclusions

In this paper, we have argued that values play an
important role in the way (mis)information is per-
ceived and the choices people make about sharing
information online. Outlining various approaches
from psychology, sociology and computer science,
we demonstrated how the analysis of human val-
ues in misinformation detection could be benefi-
cial. Our research indicates that strategies to fight
misinformation should be informed by the current
practices, expectations and values of the consumers
of information, to help understand what matters to
them and what drives their decision-making. Know-
ing what values are being protected in contentious
topics could help provide clues for resolving the
root causes of misinformation. In addition, it can
help to anticipate surges in misinformation re-
lated to issues that reflect deeply ingrained values.
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