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Abstract

Correcting deeply held beliefs in false claims,
such as vaccines cause autism, is incredi-
bly hard. However, when discovered early
enough, it might still be possible to debunk it
before it reaches a critical mass, thereby stop-
ping it from spreading any further. To criti-
cally evaluate any claim, a fact-checker needs
evidence that either supports or contradicts
it. This is very time consuming and requires
a high level of expertise. In this paper, we
present a tool which aims at supporting a fact-
checker in finding evidence to support or con-
tradict a claim by using interactively trained
evidence detection methods. These methods
learn directly from the user what is and isn’t
evidence as well as which claim it supports
or contradicts. We illustrate the benefit of our
tool with the description of two use cases; one
in quickly reacting to new claims and one in
studying social aspects of controversial topics
in more detail. Furthermore, we present pre-
trained evidence detection models that a user
can fine-tune, thereby reducing the amount of
training data required until the models bene-
fit the user. This allows fact-checkers to react
quicker to up-and-coming claims and thereby
reducing the spread of incorrect ones.

1 Introduction

Once a particular false claim, such as vaccines
cause authism, has been assimilated by a large
group of people, it can be extremely hard to cor-
rect; it caused many parents to not vaccinate their
children leading to a reemergence of measles de-
spite innumerous research contradicting the claim.
Therefore, when a new false claim appears it is
best to limit its spread right from the start so that it
does not get incorporated into the self-identity of
a large group of people. Unfortunately, coming up
with any claim is significantly easier than evaluat-
ing it, especially when not providing any evidence

at all. This is particularly apparent in the Gish Gal-
lop, a debating technique in which the user of this
technique is making as many claims as possible so
that their opponent cannot refute them all in time.
Similar techniques are used not only by creation-
ists, but also by climate change deniers and anti
vaccine activists.

The risk of autism and other autistic-spectrum disorders
did not differ significantly between children vaccinated with
thimerosal-containing vaccine and children vaccinated with
thimerosal-free vaccine (RR, 0.85 [95% confidence interval
CI, 0.60-1.20] for autism; RR, 1.12 [95% CI, 0.88-1.43] for
other autistic-spectrum disorders.

Furthermore, we found no evidence of a dose-response asso-
ciation (increase in RR per 25 g of ethylmercury, 0.98 [95%
CI, 0.90-1.06] for autism and 1.03 [95% CI, 0.98-1.09] for
other autistic-spectrum disorders).

Figure 1: Two examples of evidence contradicting the
claim that thimerosal-containing vaccines, a mercury
based preservative, have adverse health effects. Taken
from Hviid et al. (2003).

For example, the claim vaccines contain mer-
cury and are therefore poisonous is commonly re-
peated by people opposing vaccination. To evalu-
ate this claim one has to first assess whether vac-
cines contain mercury and then find the best ev-
idence regarding its safety. The Centers for Dis-
ease Control and Prevention already provides an
overview regarding this particular claim1 which
states that research into the mercury based preser-
vative thimerosal found no adverse health effects.
Figure 1 shows two pieces of evidence contradict-
ing the popular claim. Creating such an overview
is time consuming; therefore, for many claims it
will not be available, especially when this claim
is not yet widely distributed and no one has had
the time to evaluate it. However, modern Natural
Language Processing (NLP) and machine learn-

1https://www.cdc.gov/vaccinesafety/
concerns/thimerosal/index.html
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ing techniques offer support in such an endeavour,
particularly in finding evidence in large collections
of documents.

Evidence Detection (ED) is a task within NLP
in which a machine is supposed to find evidence
related to a human defined hypothesis or claim.
Figure 1 shows two examples of evidence that
contradict the claim that vaccines are poisonous
due to a mercury-based preservative. Building an
ED model that distinguishes evidential from non-
evidential sentences requires labeled data, that is
by nature not available when a new claim is made.
We therefore propose to interactively train two ED
models that support a user in finding and curat-
ing evidence; one for finding evidential sentences
or evidence detection and one for linking them to
user defined topics or evidence linking.

To support users in finding and curating evi-
dence, we obtained the source code for EDoHa
(Evidence Detection fOr Hypothesis vAlidation)
from Stahlhut et al. (2018) and integrated machine
learning components. EDoHa is an annotation tool
that aims at supporting researchers in finding and
curating evidence. It allows a user to label sen-
tences and link them to a self-defined hypothesis.
In our modified EDoHa, we treat the user created
data as training data for the machine learning com-
ponents so that it can learn what a particular user
is interested in.

Our contributions are three fold: (1) A tool that
supports a user in finding evidence by learning
what is and isn’t evidence, (2) two use cases to
illustrate how such a tool can be beneficial, and
(3) software and data to pre-train evidence detec-
tion and evidence linking models in English.2

2 Related Work

Evidence detection Current research in evi-
dence detection is often focussed on supporting
decision making by finding evidence related to
a user specified topic (Rinott et al., 2015), or to
find and categorise supporting evidence (Hua and
Wang, 2017). Other focal points have been the de-
tection of claims and evidence in medical abstracts
(Mayer et al., 2018a) and the classification of ev-
idence into comparative, significance, side-effect,
and other (Mayer et al., 2018b). However, these
approaches do not consider the differences in in-

2The source code of EDoHa and the data as well as the
code for the pre-trained models is available under https:
//github.com/UKPLab/EDoHa

terpretation of evidence between individual users,
which Stahlhut et al. (2018) showed to vary. These
differences are currently not addressed by existing
research.

Claim validation Claim Validation (CV), or the
automatic evaluating of claims, is becoming more
important with the increased speed in which infor-
mation can be disseminated. In the FEVER shared
task (Thorne et al., 2018), CV is split into three
separate tasks, namely document retrieval to find
relevant documents from a large collection, ED
to find the relevant pieces of evidence, and tex-
tual entailment to decide whether the claim fol-
lows from the evidence. Other approaches, such
as TwoWingOS (Yin and Roth, 2018) and De-
ClarE (Popat et al., 2018) use end-to-end meth-
ods to jointly find evidence and determine how
well it supports the claim. Another end-to-end ap-
proach was presented by Ma et al. (2019) which
uses separate components for coherence, so that ir-
relevant evidence candidates are removed early on,
and entailment for the final predictions. Both com-
ponents are initially pre-trained and then further
trained jointly with the other components of the
end-to-end model. Other approaches focus more
on the entailment part. Wang (2017) released a
dataset in which the validity of a claim can be eval-
uated based on the claim and metadata, such as the
context of the claim and the claim holder. This
dataset was extended by Alhindi et al. (2018) who
added the justification of the original annotators
and showed that adding this information improves
the performance of a CV model. While these ap-
proaches show promising results, neither of them
are intended to be trained interactively which does
limit their applicability to genuinely new claims.

End user systems Enabling users to directly ac-
cess complex NLP components has become com-
mon in the closely related field of argument min-
ing. MARGOT (Lippi and Torroni, 2016) allows a
user to input multiple sentences and classifies se-
quences of words as argumentative or not. Others
offer to search large web corpora for arguments
related to a user specified topic in English (Stab
et al., 2018) or German (Stahlhut, 2018). A sim-
ilar tool named args.me was presented by Ajjour
et al. (2018) allows the user to navigate overarch-
ing topics of arguments. So far, these tools have
remained static without learning from the user’s
input.
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Figure 2: Screenshot of EDoHa. The Document view allows the user to label sentences as evidential. The grey
number indicate components that where already implemented by Stahlhut et al. (2018) and the black numbers
indicate our additions.

Interactive machine learning for NLP Learn-
ing directly from a user is a common approach to
reduce the cost of creating labeled datasets. For
instance, active learning focusses on reducing the
number of times a machine learner needs to query
an oracle. This approach has already been used for
multi-domain sentiment detection (Huang et al.,
2017) and to learn a reward function for summari-
sation (Gao et al., 2018). Another motivation for
interactive learning is to speed up human annota-
tors, for instance in dependency parsing (Ulinski
et al., 2016). However, speeding up a human an-
notator without providing them with an additional
benefit is still focussed on the machine side of an
interactive system. On the human side however,
the purpose of machine learning is to serve re-
quirements of the user and not the system. Yimam
et al. (2017) learns from a human user who labels
entities in medical abstracts, making suggestions
after a manual annotation and also learns to sug-
gest relations between entities. Generally, these
approaches aggregate the data across users which
does influence their annotations (Fort and Sagot,
2010) which is not beneficial when supporting in-
dividual users.

3 EDoHa

EDoHa is a web based annotation tool on top of
the INCEpTION platform (Klie et al., 2018). The
INCEpTION platform is primarily an annotation

tool, therefore offering a variety options. A user
can choose between different types for a specific
label, e.g. named entities or POS tags, and dif-
ferent granularities, such as individual or multiple
tokens within and across sentences. It also offers
support in aggregating the annotations of multiple
annotators. Since our goal is to support the indi-
vidual user in their work for which annotation is
just a necessary step, we modified the user inter-
face considerably. Our extension of EDoHa con-
sist of modification of both the Document view, as
well as the Hypotheses/Evidence view, which we
renamed to Evidence Linking, and the inclusion of
interactively trainable evidence detection and evi-
dence linking models. Figure 2 shows EDoHa’s
Document view in which a user can label sen-
tences as evidence. The grey circled numbers
mark components already presented by Stahlhut
et al. (2018) while the black circled numbers mark
components added by us.

3.1 Evidence Detection

The user interface of EDoHa consists of two parts.
The list of available documents on the left 1© and
the Document or Evidence Linking view 2©. In
the Document view it is also possible to show the
status of the currently selected piece of evidence
3© on the right hand side. The currently opened
document is highlighted with green colour in the
Documents collection 4©.
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Figure 3: Screenshot of the Evidence Linking view of EDoHain which pieces of evidence the user selected or
accepted can be linked to topics. Black numbers indicate our modifications.

While reading a document, the user and EDoHa
interact as follows: The user can annotate individ-
ual sentences as evidence by clicking on them 5©,
EDoHa can suggest sentences that the user might
be interested in with green background colour 6©
given the previously annotated documents. If the
user decides to accept the annotation, they only
need to click on the sentence and the background
colour changes to blue. To avoid being over-
loaded with bad suggestions, the user can adjust a
confidence threshold between 50% and 100% 7©.
Given that a model will very rarely give a 100%
confidence, setting the threshold to this value prac-
tically turns off the suggestions entirely. The user
can also trigger the training of a new model by
clicking the Train Model button 8©. If the user
decides that a sentence they previously deemed ev-
idential is not, they can select this sentence and
click on the red Clear button in the status col-
umn on the right hand side.

3.2 Evidence Linking

In the Evidence Linking view, figure 3, the user
can group pieces of evidence together, e.g. to link
evidence to a particular hypothesis or group evi-
dence by similar aspects, and give each group a
title. The user can create a group by defining a ti-
tle 1©, e.g. Thimerosal has been shown to be safe
when used in vaccines, which is then added to the
group view 2© where the user can also change the
title if necessary. The user can then link pieces of

evidence to this group by dragging them from the
list of available evidence at the bottom and drop-
ping them into a group. Similarly to the Docu-
ment view, the Evidence Linking view also uses
the data the user creates to train a machine learn-
ing model. This model can also make sugges-
tions, which are visible in a smaller green font
4© and the user can accept or reject this sugges-
tion by clicking on the ² or Ñ respectively. The
confidence threshold can also be adjusted by the
user 5© and a new model can be trained by click-
ing the Train Model button 6©. By clicking
the Clear Selection button 7©, the user indi-
cates that they do not want to be limited to the ev-
idence from the currently selected document and
the list of available evidence is extended by the
manually labeled sentences from all documents.

3.3 Interactive Learning

To support the user in either task, EDoHa can in-
teractively train two separate models; one for each
task the user performs.

Evidence detection Each time the user clicks on
the Train Model button, EDoHa takes all doc-
uments the user has opened and treats all sentences
as labeled training data. It then re-trains its in-
ternal ED model on this data and afterwards this
model is used to suggest sentences as evidence to
the user. Figure 4 illustrates these interactions.
The output of the evidence class for each sen-



tence is then used as a confidence value which will
be compared against the user defined confidence
threshold in the Document view.
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Figure 4: After reading the first two documents d1 and
d2, the user clicks on Train Model to train the first
modelm1. This is then used to suggest evidence on the
third document d3, which the user then corrects and af-
ter clicking again on Train Model, the system trains
the second modelm2 on the training documents d1, d2,
and d3.

Evidence linking In the Evidence Linking view,
when the user clicks on the Train Model but-
ton, EDoHa first generates as many random links
between pieces of evidence and topics as there are
manually created ones. The purpose of the weakly
labeled data is to keep the dataset balanced until
the user has created enough non-links to train an
evidence linking model. To avoid creating a link
the user has not yet had the time to create, the
weakly labeled data will only contain pieces of
evidence linked to at least one group for the cre-
ation of the random non-links. The model’s out-
put for the link class can also be used as a confi-
dence value. If the user rejects a suggested link,
it will also be stored and used as training data for
any future evidence linking model. The number of
weakly labeled non-links is then decreased by one
so that it is still a balanced dataset. If the user re-

jects as many or more links than they accept or cre-
ate, EDoHa will not generate any weakly labeled
data. Figure 5 illustrates this interactive training.
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Figure 5: The user first creates two links and clicks
the Train Model button. Then EDoHa generates
two weakly labeled non-links and trains the model m1

which EDoHa then uses to predict links between evi-
dence and titles. After the user accepts one and rejects
one link, they again train a new model. To keep the
dataset balanced, EDoHa only needs to generate two
weakly labeled non-links and train the model m2.

3.4 Model definition
For both evidence detection and evidence linking,
we chose to use TensorFlow3 based models. This
allows us to select from a wide variety of archi-
tectures, as long as the following conventions are
held:

Evidence detection The evidence detection
model med is a sentence classification model that
classifies a candidate sentence s as either eviden-
tial or not med : s → [0, 1]2, where the value of
the last index represents the confidence output for
the evidence class.

Evidence linking The evidence linking model
mel requires that the header τ as well as the can-
didate evidence e are presented and classifies them
as either linked or not. To allow for the inclu-
sion of cross attention between the topic and the
candidate evidence, we also added the length of
both sequences to the input. Hence, the model

3https://www.tensorflow.org/
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mel : (τ, len(τ), e, len(e))→ [0, 1]2, where again
the last dimension represents the confidence of the
two input candidates being linked.

Both models can also be pre-trained on external
data before being used by EDoHa.

4 Use Cases

We envisioned two different uses cases in which
EDoHa offers a benefit to the user. First, in sup-
porting a human fact-checker to evaluate the valid-
ity of an up-and-coming claim; second, in support-
ing a researcher in the political or social sciences
in analysing interviews.

4.1 Faster Debunking

Suppose the claim that vaccines contain mercury
and are therefore poisonous is increasing in pop-
ularity and there is not yet any good overview
that debunks this claim. A fact-checker who
is interested in evaluating this claim might start
by searching into the background of this claim.
They find that older vaccines contain a compo-
nent called thimerosal which acts as a preservative
that protects the vaccine from bacterial contamina-
tion. They then search the PubMed database4 for
medical abstracts and other sources for documents
which might contain evidence to support or con-
tradict the original claim. Once the fact-checker
starts reading these documents, they notice that
some of the research focusses on general health
outcome and others specifically on autism.

They then import their documents into EDoHa
and start labeling the evidence they find regarding
health effects and thimerosal, such as The adjusted
odds ratios (95% confidence intervals) for ASD
[Autism Spectrum Disorder] associated with a 2-
SD increase in ethylmercury exposure were 1.12
(0.83–1.51) for prenatal exposure, 0.88 (0.62–
1.26) for exposure from birth to 1 month, 0.60
(0.36–0.99) for exposure from birth to 7 months,
and 0.60 (0.32–0.97) for exposure from birth to 20
months.5 in the Document view.

After changing into the Evidence Linking view,
they create multiple groups, such as Scientific
research does not show a connection between
thimerosal and autism6, or Thimerosal has been

4https://www.ncbi.nlm.nih.gov/pubmed/
5The example is taken from McMahon et al. (2008).
6The examples are taken from the CDC webpage

Thimerosal in Vaccines: https://www.cdc.gov/
vaccinesafety/concerns/thimerosal/index.
html

shown to be safe when used in vaccines and link
the previously found evidence to it.

The fact-checker then triggers the training of
the evidence selection and evidence linking mod-
els. When opening the next document in EDoHa,
it already shows sentences that might be eviden-
tial. The fact-checker accepts the suggestions they
agree with and ignores the ones they don’t con-
sider evidence. In the Evidence Linking view,
EDoHa also shows possible links between topics
and evidence the fact-checker accepted or labeled
manually. Of these suggestions the fact-checker
again accepts the correct ones but also rejects the
incorrect ones.

After being satisfied with the results of the
search, the fact-checker proceeds to write an
overview presenting the claims and evidence in a
dispassionate form that can be referenced in any
discussion if the claim appears. Afterwards, they
can approach a new claim with new documents
and pieces of evidence.

4.2 Research in Political and Social Science

When conducting qualitative research in the polit-
ical or social sciences, researchers often first con-
duct structured or semi-structured interviews and
then extract important statements of the intervie-
wees that are supporting or contradicting the re-
searchers hypotheses. They generally first tran-
scribe the interviews and then use an annotation
tool (or coding tool in their terminology) to high-
light and extract statements which they find rel-
evant for their research. The latter task is one
for which EDoHa is well suited to support the re-
searcher.

Say a researcher investigates the self perception
of activists against Genetically Modified Organ-
isms (GMO). They might start by conducting in-
terviews with many different activists. After tran-
scribing the interviews they load them into EDoHa
and start by labeling interesting statements. The
researcher can then aggregate these statements
into groups, such as Complete rejection of any
GMO which contains statements such as I don’t
want genes in my food. However, other groups
contain more nuanced points, such as Unregulated
GMO crops might out-compete domestic ones or
GMO crops lock farmers into exclusive contracts
with one supplier. The researcher can then take
these results and conduct more detailed interviews
with a select group of activists.

https://www.ncbi.nlm.nih.gov/pubmed/
https://www.cdc.gov/vaccinesafety/concerns/thimerosal/index.html
https://www.cdc.gov/vaccinesafety/concerns/thimerosal/index.html
https://www.cdc.gov/vaccinesafety/concerns/thimerosal/index.html


In this case, EDoHa can support the researcher
by learning what kind of statements the researcher
is interested in and how to link them to groups.

5 Pre-trained Evidence Detection Models

To jump-start the interactive training process,
EDoHa can load pre-trained models which a user
can then further fine-tune interactively. These
models can be trained on any dataset and use any
internal architecture as long as they are imple-
mented in TensorFlow and their input, output, tar-
get, and training operations comply with the con-
vention used by EDoHa. As an example, we pre-
pared an ED dataset by splitting it into evidence
detection and evidence linking tasks and trained
two models as a starting point for interactive fine-
tuning.

5.1 Dataset and Data Preparation
As data for the pre-trained models we selected the
ED dataset published by Shnarch et al. (2018). It
consists of around 4.000 training sentences that
are either evidential regarding a particular topic
or not and 1.700 test sentences with different top-
ics. The topics are worded as statements for ac-
tion, e.g. We should increase gun control or We
should abolish temporary employment.

For the evidence linking task, we first extracted
all topic evidence pairs and then created equally
many random non-evidential topic evidence pairs.
A non-evidential pair consists of a sentence that
is evidential to one topic and a randomly chosen
topic to which this sentence is not evidential. We
conducted this for the training and testing datasets
separately to avoid any contamination of the test-
ing data. Table 1 shows the statistics of the train-
ing and testing data for both tasks.

Evidence detection
Topics Sentences Evidence

Train 83 4065 1499
Test 35 1718 683

Evidence linking
Topics Links No Links

Train 83 1499 1499
Test 35 683 683

Table 1: Statistics on the ED datasets used to pre-train
the evidence detection and evidence linking models.

5.2 Model Selection and Evaluation

Evidence detection To detect evidence, we se-
lected a Bidirectional Long-Short Term Memory
(BiLSTM) with 100 nodes as encoder and a dense
layer for classification. As input features, we used
50 dimensional GloVe embeddings (Pennington
et al., 2014). We pre-trained the model for 10
epochs with a learning rate of 0.001.

Evidence linking To suggest the membership
of a piece of evidence in a particular group, we
built a siamese BiLSTM in which both the topic
of a group as well as the candidate evidence
are encoded by a separate BiLSTM each. Both
BiLSTMs have 100 nodes which are concatenated
and used as input to a dense layer. As with the
evidence detection model, we also used 50 dimen-
sional GloVe embeddings as input features. We
trained the evidence linking model for 20 epochs
with a learning rate of 0.001.

Model Evaluation We evaluated the pre-trained
models in the testing data of both, evidence de-
tection and evidence linking datasets. Table 2
shows the macro averaged scores, as well as the
scores of the evidence class for the evidence de-
tection task and the macro averaged scores for
the evidence linking task. The evidence detection
model performs especially well in evidence recall.
The model for evidence detection performs signif-
icantly better than the model for evidence linking,
indicating that the evidence linking task is signif-
icantly more complicated. However, the purpose
of these models is to address the cold-start prob-
lem for a model that adapts to an individual user
and not to be state-of-the-art on the pre-training
datasets.

Precision Recall F1

Evidence detection

Macro 0.644 0.650 0.635
Evidence 0.533 0.710 0.609

Evidence linking

Macro 0.542 0.542 0.542
Link 0.543 0.537 0.540

Table 2: Performance of the pre-trained models for ev-
idence detection and evidence linking. The evidence
linking results are macro-averaged.



6 Conclusion

In this paper we presented an extension of EDoHa
which learns directly from a user to find evidence
and link them to topics. We laid out two use cases
in which such a tool can be beneficial. First, in
speeding up the debunking of an up-and-coming
claim before it reaches a critical mass of believ-
ers and becomes almost impossible to correct; and
second, in studying the activism around GMO
which contains multiple different kinds of con-
cerns which can be easier found and grouped to-
gether using EDoHa. Additionally we provided
two pre-trained models which can already distin-
guish evidential from non-evidential sentences and
link them to controversial claims. These models
can then be further fine-tuned by a user towards
their specific needs.

Our next steps are to evaluate to what degree the
interactively learned evidence detection and evi-
dence linking models speed up the working pro-
cess of actual fact-checkers and researchers.
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