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Abstract

We introduce a nonlocal control condition and the notion of approximate controllability
for fractional order quasilinear control inclusions. Approximate controllability of a fractional
control nonlocal delay quasilinear functional differential inclusion in a Hilbert space is studied.
The results are obtained by using the fractional power of operators, multi-valued analysis, and
Sadovskii’s fixed point theorem. Main result gives an appropriate set of sufficient conditions
for the considered system to be approximately controllable. As an example, a fractional
partial nonlocal control functional differential inclusion is considered.
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1 Introduction

We are concerned with the fractional delay quasilinear control inclusion

Dα
t [u(t)− g(t, u(σ(t)))] ∈ Au(t) +

∫ t

0

f(t, s, B1µ1(δ(s)))ds (1)

subject to the nonlocal control condition

u(0) + h(u(t)) = B2µ2(t) + u0, (2)

where the unknown u(·) takes its values in a Hilbert space H with norm ‖ · ‖, Dα
t is the Caputo

fractional derivative with 0 < α ≤ 1 and t ∈ J = [0, a]. Let A be a closed linear operator defined on
a dense domain D(A) in H into H that generates an analytic semigroup Q(t), t ≥ 0, of bounded
linear operators on H and u0 ∈ D(A). We assume that {Bi : U → H, i = 1, 2} is a family
of bounded linear operators, the control functions µi, i = 1, 2, belong to the space L2(J, U), a
Hilbert space of admissible control functions with U as Hilbert space, and σ, δ : J → J ′ are delay
arguments, J ′ = [0, t]. It is also assumed that g : J ×H → H and h : C(J ′ : H) → H are given
abstract functions and f : ∆×H → H is a multi-valued map, ∆ = {(t, s) : 0 ≤ s ≤ t ≤ a}.

Three centuries ago, fractional calculus (i.e., the calculus of non-integer order derivatives and
integrals) has been dealt almost by mathematicians only. During the past decades, this subject
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and its potential applications have gained a lot of importance, mainly because fractional calculus
has become a powerful tool with more accurate and successful results in modeling several complex
phenomena in numerous seemingly diverse and widespread fields of science and engineering [5,
10, 13, 18, 22, 31, 33, 34]. It was found that various, especially interdisciplinary applications, can
be elegantly modeled with the help of fractional derivatives. Several authors have demonstrated
applications in the frequency dependent damping behavior of viscoelastic materials [3,4], dynamics
of interfaces between nanoparticles and substrates [9], the nonlinear oscillation of earthquakes [21],
bioengineering [29], continuum and statistical mechanics [30], signal processing [36], filter design,
robotics and circuit theory [42]. Fractional differential equations provide an excellent instrument
for the description of memory and hereditary properties of various materials and processes [39].

In control theory, one of the most important qualitative aspects of a dynamical control sys-
tem is controllability. The problem of controllability consists to show the existence of a control
function that steers the solution of the system from its initial state to a final state, where the
initial and final states may vary over the entire space. A large class of scientific and engineering
problems is modeled by partial differential equations, integral equations or coupled ordinary and
partial differential, integrodifferential equations, which arise in problems connected with heat-flow
in materials with memory, viscoelasticity and many other physical phenomena. So it becomes
important to study controllability results of such systems using available techniques. The concept
of controllability plays a major role in finite-dimensional control theory, so that it is natural to
try to generalize it to infinite dimensions [40]. Moreover, the exact controllability for semilinear
fractional order systems, when the nonlinear term is independent of the control function, is proved
by assuming that the controllability operator has an induced inverse on a quotient space, see for
example [11,12]. However, if the semigroup associated with the system is compact, then the con-
trollability operator is also compact and hence the induced inverse does not exist because the state
space is infinite dimensional [50]. Thus, the concept of exact controllability is too strong and has
limited applicability, while approximate controllability is a weaker concept completely adequate
in applications.

In recent years, attention has been paid to establish sufficient conditions for the existence and
controllability of (fractional) differential equations and inclusions, see, for instance, [1, 2, 7, 8, 28,
46, 51]. Ntouyas and O’Regan [35] studied existence results for semilinear neutral functional dif-
ferential inclusions, Fu [20] established approximate controllability for neutral nonlocal impulsive
differential inclusions and Yan [52, 53] investigated the question of approximate controllability of
both fractional neutral functional differential equations and fractional integro-differential inclu-
sions with state-dependent delays. For more works about the approximate controllability for frac-
tional systems, we refer the reader to [15,41,43–45,47,48], see also Kumar and Sukavanam [26,49].
However, in the mentioned papers, the control function is located only in the inhomogeneous part
of the evolution system. For this reason, and motivated by this fact, we construct here two control
functions: the first control depends on the multi-valued map and the other with the nonlocal
condition. In order to realize this new complex form, we introduce here the study of approximate
controllability for a class of fractional delay dynamic inclusions with nonlocal control conditions.

The paper is organized as follows. In Section 2, we review some essential facts from fractional
calculus, multi-valued analysis and semigroup theory, that are used to obtain our main results.
In Section 3, we state and prove existence and approximate controllability results for the frac-
tional control system (1)–(2). Finally, in Section 4, as an example, a fractional partial dynamical
differential inclusion with a nonlocal control condition is considered. We end with Section 5 of
conclusions and some possible future directions of research.

2 Preliminaries

In this section we give some basic definitions, notations, propositions and lemmas, which will be
used throughout the work. In particular, we state main properties of fractional calculus [25,32,39],
elementary principles of multi-valued analysis [16, 24], and well known facts in semigroup theory
[23, 38, 54].
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Definition 1. The fractional integral of order α > 0 of a function f ∈ L1([a, b],R+) is given by

Iαa f(t) =
1

Γ(α)

∫ t

a

(t− s)α−1f(s)ds,

where Γ is the gamma function. If a = 0, we can write Iαf(t) := Iα0 f(t) = (gα ∗ f)(t), where

gα(t) :=

{ 1
Γ(α) t

α−1, t > 0,

0, t ≤ 0,
(3)

and, as usual, ∗ denotes the convolution of functions.

Remark 2. For function (3), one has lim
α→0

gα(t) = δ(t) with δ the delta Dirac function.

Definition 3. The Riemann–Liouville fractional derivative of order n− 1 < α < n, n ∈ N, for a
function f ∈ C([0,∞)) is given by

LDαf(t) =
1

Γ(n− α)

dn

dtn

∫ t

0

f(s)

(t− s)α+1−n
ds, t > 0.

Definition 4. The Caputo fractional derivative of order n − 1 < α < n, n ∈ N, for a function
f ∈ Cn−1([0,∞)) is given by

CDαf(t) = LD
α

(

f(t)−
n−1
∑

k=0

tk

k!
f (k)(0)

)

, t > 0.

Remark 5. The following properties hold (see, e.g., [39]):

(i) If f ∈ Cn([0,∞)), then

CDαf(t) =
1

Γ(n− α)

∫ t

0

f (n)(s)

(t− s)α+1−n
ds = In−αfn(t), t > 0, n− 1 < α < n, n ∈ N.

(ii) The Caputo derivative of a constant is equal to zero.

(iii) If f is an abstract function with values in H , then the integrals that appear in Definitions 1–4
are taken in Bochner’s sense.

According to previous definitions, it is suitable to rewrite problem (1)–(2) as the equivalent
integral inclusion

u(t) ∈ B2µ2(t) + u0 − h(u(t))− g(0, u(σ(0))) + g(t, u(σ1(t)))

+
1

Γ(α)

∫ t

0

(t− s)α−1

[

Au(s) +

∫ s

0

f(s, η, B1µ1(δ(η)))dη

]

ds, (4)

provided the integral in (4) exists. Before formulating the definition of mild solution to (1)–(2),
we first give the following notations, corollaries and lemmas.

Let (X, ‖ · ‖) be a Banach space, C(J,X) denote the Banach space of continuous functions
from J into X with the norm ‖u‖J = sup{‖u(t)‖ : t ∈ J}, and let L(X) be the Banach space of
bounded linear operators from X to X with the norm ‖G‖L(X) = sup{‖G(u)‖ : ‖u‖ = 1}. We
also denote:

• P (X) = {Y ∈ 2X : Y 6= ∅},

• PclX = {Y ∈ P (X), Y is closed},

• PbX = {Y ∈ P (X), Y is bounded},
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• PcX = {Y ∈ P (X), Y is convex},

• PcpX = {Y ∈ P (X), Y is compact}.

The following results on multi-valued analysis are useful.

Proposition 6 (See [16]). (1) A measurable function u : J → X is Bochner integrable if and
only if ‖u‖ is Lebesgue integrable.

(2) A multi-valued map F : X → 2X is said to be convex-valued (closed-valued) if F (u) is convex
(closed) for all u ∈ X; is said to be bounded on bounded sets if F (B) =

⋃

u∈B

F (u) is bounded

in X for all B ∈ Pb(X).

(3) A map F is said to be upper semi-continuous (u.s.c.) on X if for each u0 ∈ X the set F (u0)
is a nonempty closed subset of X, and if for each open subset Ω of X containing F (u0),
there exists an open neighborhood ▽ of u0 such that F (▽) ⊆ Ω.

(4) A map F is said to be completely continuous if F (B) is relatively compact for every B ∈
Pb(X). If the multi-valued map F is completely continuous with nonempty compact values,
then F is u.s.c. if and only if F has a closed graph, i.e., un → u, yn → y, yn ∈ F (un) imply
y ∈ F (u). We say that F has a fixed point if there is u ∈ X such that u ∈ F (u).

(5) A multi-valued map F : J → Pcl(X) is said to be measurable if for each u ∈ X the function
y : J → R defined by y(t) = d(u, F (t)) = inf{‖u− z‖, z ∈ F (t)} is measurable.

(6) A multi-valued map F : X → 2X is said to be condensing if for any bounded subset B ⊂ X

with β(B) 6= 0 we have β(F (B)) < β(B), where β(·) denotes the Kuratowski measure of
non-compactness defined as follows: β(B) := inf{d > 0 : B can be covered by a finite number
of balls of radius d}.

The following results are motivated by [27].

Proposition 7 (Cf. [27]). Let X be a Banach space and let f : ∆ ×X → Pb,cl,c(X) satisfy the
following conditions:

1. for each µ1 ∈ L2(J ′, U), (t, s, B1µ1) → f(t, s, B1µ1) is measurable on ∆;

2. for each (t, s) ∈ ∆, (t, s, B1µ1) → f(t, s, B1µ1) is u.s.c. with respect to B1µ1;

3. for each fixed µ1 ∈ L2(J ′, U), the set

Sf,µ1
=

{

v ∈ L1(J ′, X) : B1µ1(t) + v(δ(t)) ∈

∫ t

0

f(t, s, B1µ1(δ(s)))ds, a.e. t ∈ J

}

is nonempty.

Also, let P be a linear continuous mapping from L1(J ′, X) to L2(J ′, U). Then the operator

P ◦ Sf,µ1
: L2(J ′, U) −→ Pcp,c(L

2(J ′, U))

µ1 7−→ P ◦ Sf (µ1) =: P (Sf,µ1
)

is a closed graph operator.

Lemma 8 (See [16]). Let Ω be a bounded, convex, and closed set in the Banach space X and
F : Ω → 2Ω \ {∅} be a u.s.c. condensing multi-valued map. If for every u ∈ Ω, F (u) is a closed
and convex set in Ω, then F has a fixed point in Ω.
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Throughout the paper, (H, ‖ · ‖) is a separable Hilbert space. If A : D(A) ⊂ H → H is the
infinitesimal generator of a compact analytic semigroup of uniformly bounded linear operators
Q(·), then there exists a constant M ≥ 1 such that ‖Q(t)‖ ≤ M for t ≥ 0. Without loss of
generality, we assume that 0 ∈ ρ(A), the resolvent set A. Then it is possible to define the
fractional power Aq, for 0 < q ≤ 1, as a closed linear operator on its domain D(Aq) with inverse
A−q. Furthermore, the subspaceD(Aq) is dense inH and the expression ‖u‖q = ‖Aqu‖, u ∈ D(Aq)
defines a norm on D(Aq). Hereafter, we denote by Hq the Banach space D(Aq) normed with ‖u‖q.

Lemma 9 (See [38]). Let A be the infinitesimal generator of an analytic semigroup Q(t). If
0 ∈ ρ(A), then

(a) Q(t) : H → D(Aq) for every t > 0 and q ≥ 0;

(b) Q(t)Aqu = AqQ(t)u for every u ∈ D(Aq);

(c) the operator AqQ(t) is bounded and ‖AqQ(t)‖ ≤ Mqt
−qe−ωt for every t > 0;

(d) if 0 < q ≤ 1 and u ∈ D(Aq), then ‖Q(t)u− u‖ ≤ Cqt
q‖Aqu‖.

Remark 10. We note that:

(i) D(Aq) is a Hilbert space with the norm ‖u‖q = ‖Aqu‖ for u ∈ D(Aq).

(ii) If 0 < p ≤ q ≤ 1, then D(Aq) →֒ D(Ap).

(iii) A−q is a bounded linear operator in H with D(Aq) = Im(A−q).

Let us consider the set Ω = {u : u ∈ C(J,Hq), q ∈ (0, 1)}, which is a Banach space with the
norm ‖u‖Ω = supt∈J ‖u(t)‖q.

Definition 11 (Cf. [14,17] and [20,35,52,55]). A state function u(t) ∈ Ω is called a mild solution
of (1)–(2) if u(0) = B2µ2(t) + u0 − h(u(t)), the function (t− s)α−1ATα(t− s)g(s, u(σ(s))), s ∈ J ,
is integrable on [0, t) for every t ∈ J , and for each control µ1 ∈ L2(J, U) there exists a function

v ∈ L1(J ′, H) such that v(δ(t)) + B1µ1(t) ∈

∫ t

0

f(t, s, B1µ1(δ(s)))ds a.e. on J and the following

integral equation is satisfied:

u(t) = Sα(t) [B2µ2(t) + u0 − h (u(t))− g (0, u(σ(0)))] + g (t, u(σ(t)))

+

∫ t

0

(t− s)α−1 {ATα(t− s)g (s, u(σ(s))) + Tα(t− s) [v(δ(s)) +B1µ1(s)]} ds, (5)

where

Sα(t) =

∫ ∞

0

ζα(θ)Q(tαθ)dθ, Tα(t) = α

∫ ∞

0

θζα(θ)Q(tαθ)dθ,

ζα(θ) =
1

α
θ−1− 1

α̟α(θ
− 1

α ) ≥ 0, ̟α(θ) =
1

π

∞
∑

n=1

(−1)n−1θ−αn−1Γ(nα+ 1)

n!
sin(nπα), θ ∈ (0,∞),

with ζα the probability density function defined on (0,∞), that is, ζα(θ) ≥ 0, θ ∈ (0,∞), and
∫∞

0
ζα(θ)dθ = 1.

Lemma 12 (See [52, 55]). The operators Sα(t) and Tα(t) satisfy the following properties.

(a) For any fixed t ≥ 0, Sα(t) and Tα(t) are linear and bounded operators, i.e., for any u ∈ H,
‖Sα(t)u‖ ≤ M‖u‖ and ‖Tα(t)u‖ ≤ Mα

Γ(1+α)‖u‖.

(b) {Sα(t), t ≥ 0} and {Tα(t), t ≥ 0} are strongly continuous, i.e., for u ∈ H and 0 ≤ t1 < t2 ≤ a,
we have ‖Sα(t2)u− Sα(t1)u‖ → 0 and ‖Tα(t2)u− Tα(t1)u‖ → 0 as t1 → t2.

(c) For every t > 0, Sα(t) and Tα(t) are compact operators.
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(d) For any u ∈ H, p ∈ (0, 1) and q ∈ (0, 1), ATα(t)u = A1−pTα(t)A
pu, t ∈ J , and

‖AqTα(t)‖ ≤
αMqΓ(2− q)

Γ(1 + α(1 − q))
t−qα, 0 < t ≤ a.

Motivated by the recent works [20,26,41,47,49,52], we make use of the following notions. Let
ua(u(0);µ1, µ2) be the state value of (1)–(2) at terminal time a, corresponding to the controls µ1

and µ2 and the nonlocal control value u(0). For every u0 ∈ H , we introduce the set

R(a, u(0)) =
{

ua (B1µ1(t) + u0 − h(u(t));µ1, µ2) (0) : µ1(·), µ2(·) ∈ L2(J, U)
}

,

which is called the reachable set of system (1)–(2) at terminal time a. Its closure in H is denoted
by R(a, u(0)).

Definition 13. The system (1)–(2) is said to be approximately controllable on J ifR(a, u(0)) = H ,
that is, given an arbitrary ǫ > 0, it is possible to steer from the point u(0) at time a all points in
the state space H within a distance ǫ.

Consider the following linear nonlocal control fractional system:

Dα
t u(t) = Au(t) +B1µ1(t), (6)

u(0) = u0 +B2µ2. (7)

The approximate controllability for the linear nonlocal control fractional system (6)–(7) is a natural
generalization of the notion of approximate controllability of a linear first-order control system
(α = 1 and B2 = 0). It is convenient at this point to introduce the controllability operators
associated with (6)–(7) as

Γa
0,1 =

∫ a

0

(a− s)α−1Tα(a− s)B1B
∗
1T

∗
α(a− s)ds,

Γa
0,2 = Sα(a)B2B

∗
2S

∗
α(a),

(8)

where S∗
α(t), T

∗
α(t) and B∗

j , j = 1, 2, denote the adjoints of Sα(t), Tα(t) and Bj , respectively.
Moreover, we give the relevant operators

R(λ,Γa
0,i) =

(

λI + Γa
0,i

)−1
(9)

for i = 1, 2 and λ > 0. It is straightforward to see that Γa
0,1 and Γa

0,2 are linear bounded operators.

Lemma 14 (See [6,52]). The fractional linear control system (6)–(7) is approximately controllable
on J if and only if λR(λ,Γa

0,i) → 0 as λ → 0+, i = 1, 2, in the strong operator topology.

3 Main Results

We obtain existence and approximate controllability results for the fractional nonlocal control
inclusion (1)–(2). We consider the following hypotheses:

(H1) There exists a constant p ∈ (0, 1) such that the function g(·, ·) maps [0, a] ×Hq into Hp+q

and Apg : [0, a] × Hq → Hq satisfies a Lipschitz condition, that is, there exists a constant
L1 > 0 such that

‖Apg(t1, u1)−Apg(t2, u2)‖q ≤ L1 (|t1 − t2|+ ‖u1 − u2‖q) (10)

for any 0 ≤ t1, t2 ≤ a, u1, u2 ∈ Hq. Moreover, there exists a constant L2 > 0 such that the
inequality

‖Apg(t, u)‖q ≤ L2 (11)

holds for any u ∈ Hq.

6



(H2) The multi-valued map f : ∆×Hq → Pc,cp(H) satisfies the following conditions:

(i) function f(t, s, ·) : Hq → Pc,cp(H) is u.s.c. for each (t, s) ∈ ∆, function f(·, ·, B1µ1) is
measurable for each µ1 ∈ L2(J ′, Uq), and the set

Sf,µ1
=

{

v ∈ L1(J ′, H) : B1µ1(t) + v(δ(t)) ∈

∫ t

0

f(t, s, B1µ1(δ(s)))ds a.e. on Hq

}

is nonempty;

(ii) there exists a positive constant ω such that
∥

∥

∥

∫ t

0 f(t, s, B1µ1(δ(s)))ds
∥

∥

∥
≤ ω for all

(t, s, ·) ∈ ∆×Hq, where

∥

∥

∥

∥

∫ t

0

f(t, s, B1µ1(δ(s)))ds

∥

∥

∥

∥

= sup

{

‖v‖ : B1µ1 + v ∈

∫ t

0

f(t, s, B1µ1(δ(s)))ds

}

.

(H3) Function h : C(J,H) → Hq is a completely continuous map and there exists a positive
constant k such that ‖h(u)‖q ≤ k.

(H4) The delay arguments σ, δ : J → J ′ are absolutely continuous and satisfy |σ(t)| ≤ t, |δ(t)| ≤ t,
for every t ∈ J .

For λ > 0, u ∈ Ω, we define the operator Fλ : Ω → 2Ω as follows:

Fλ(u) =

{

z ∈ Ω : z(t) = Sα(t)[B2µ2(t) + u0 − h(u(t))− g(0, u(σ(0)))] + g(t, u(σ(t)))

+

∫ t

0

(t− s)α−1{ATα(t− s)g(s, u(σ(s))) + Tα(t− s)[v(δ(s)) +B1µ1(s)]}ds, v ∈ Sf,µ1

}

.

For any u(·) ∈ Ω, ua ∈ H , we take the controls

µ1 = B∗
1T

∗
α(a− t)R(λ,Γa

0,1)P (u(·)), µ2 = B∗
2S

∗
α(a)R(λ,Γa

0,2)P (u(·)), (12)

where

P (u(·)) = ua − Sα(a) [u0 − h(u(t))− g (0, u(σ(0)))]− g (t, u(σ(t)))

−

∫ a

0

(a− s)α−1 {ATα(a− s)g (s, u(σ(s))) + Tα(a− s)v(δ(s))} ds. (13)

We note that the fixed points of Fλ are mild solutions of the fractional nonlocal control inclusion
(1)–(2).

Theorem 15. Let u0 ∈ Hq. If hypotheses (H1)–(H4) are satisfied, then Fλ has a fixed point on

J for each λ > 0, provided L1

[

M‖A−p‖+ ‖A−p‖+
apα

pα

αM1−pΓ(1 + p)

Γ(1 + αp)

]

< 1.

Proof. In order to prove the existence of mild solutions for system (1)–(2), we divide the proof
into several steps.

Step 1. For each 0 < λ < 1, Fλ(u) is bounded. Using (12), Lemma 12, (8) and (9), we get

‖µ1‖ ≤
1

λ

M

Γ(α)
‖B1‖‖P (u(·))‖, ‖µ2‖ ≤

1

λ
M‖B2‖‖P (u(·))‖.

7



Using (13), (11), Lemmas 9–12, and (H2)–(H4), we obtain that

‖P (u(·))‖ ≤ ‖ua‖+ ‖A−q‖

{

‖Sα(a)[u0 − h(u(t))−A−pApg(0, u(σ(0)))]‖q

+ ‖A−pApg(t, u(σ(t)))‖q

+

∥

∥

∥

∥

∫ a

0

(a− s)α−1A1−pTα(a− s)Apg(s, u(σ(s)))ds

∥

∥

∥

∥

q

+

∥

∥

∥

∥

∫ a

0

(a− s)α−1Tα(a− s)v(δ(s))ds

∥

∥

∥

∥

q

}

≤ ‖ua‖+ ‖A−q‖

{

M [‖u0‖q + k + ‖A−p‖L2] + ‖A−p‖L2

+

∫ a

0

(a− s)α−1αM1−pΓ(1 + p)

Γ(1 + αp)
(a− s)−(1−p)αL2ds

+

∫ a

0

(a− s)α−1 αMqΓ(2− q)

Γ(1 + α(1 − q))
(a− s)−qαωds

}

≤ ‖ua‖+ ‖A−q‖

{

M [‖u0‖q + k + ‖A−p‖L2] + ‖A−p‖L2

+
apα

pα

αM1−pΓ(1 + p)

Γ(1 + αp)
L2 +

aα(1−q)

α(1 − q)

αMqΓ(2− q)

Γ(1 + α(1 − q))
ω

}

.

Now, for z ∈ Fλ(u), we have

‖z(t)‖q ≤
∥

∥Sα(t)
[

B2µ2(t) + u0 − h(u(t))−A−pApg(0, u(σ(0)))
]∥

∥

q

+ ‖A−pApg(t, u(σ(t)))‖q +

∥

∥

∥

∥

∫ t

0

(t− s)α−1A1−pTα(t− s)Apg(s, u(σ(s)))ds

∥

∥

∥

∥

q

+

∥

∥

∥

∥

∫ t

0

(t− s)α−1Tα(t− s)[v(δ(s)) +B1µ1(s)]ds

∥

∥

∥

∥

q

≤ M [‖B2‖q‖µ2‖+ ‖u0‖q + k +MpL2] +MpL2

+

∫ t

0

(t− s)α−1αM1−pΓ(1 + p)

Γ(1 + αp)
(t− s)−(1−p)αL2ds

+

∫ t

0

(t− s)α−1 αMqΓ(2− q)

Γ(1 + α(1− q))
(t− s)−qα [ω + ‖B1‖‖µ1‖] ds

≤ M
[

‖B2‖q‖µ2‖+ ‖u0‖q + k + ‖A−p‖L2

]

+ ‖A−p‖L2

+
apα

pα

αM1−pΓ(1 + p)

Γ(1 + αp)
L2 +

aα(1−q)

α(1 − q)

αMqΓ(2− q)

Γ(1 + α(1 − q))
[ω + ‖B1‖‖µ1‖] .

Thus, for every u ∈ Ω, there exists a positive constant r satisfying ‖u‖Ω ≤ r. Hence, Fλ(Ωr) ⊂ Ωr,
where Ωr = {u ∈ Ω : ‖u‖Ω ≤ r}.

Step 2. Fλ(u) is convex for each u ∈ Ωr. If z1, z2 ∈ Fλ(u), then there exists v1, v2 ∈ Sf,µ1

such that, for each t ∈ J , we have

zi(t) = Sα(t) [B2µ2,i(t) + u0 − h(u(t))− g(0, u(σ(0)))] + g (t, u(σ(t)))

+

∫ t

0

(t− s)α−1{ATα(t− s)g(s, u(σ(s))) + Tα(t− s)[vi(δ(s)) +B1µ1,i(s)]}ds,
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where

µ1,i = B∗
1T

∗
α(a− t)R(λ,Γa

0,1)

[

ua − Sα(a)[u0 − h(u(t))− g(0, u(σ(0)))]− g(t, u(σ(t)))

−

∫ a

0

(a− s)α−1 {ATα(a− s)g(s, u(σ(s))) + Tα(a− s)vi(δ(s))} ds

]

,

µ2,i = B∗
2S

∗
α(a)R(λ,Γa

0,2)

[

ua − Sα(a)[u0 − h(u(t))− g(0, u(σ(0)))]− g(t, u(σ(t)))

−

∫ a

0

(a− s)α−1 {ATα(a− s)g (s, u(σ(s))) + Tα(a− s)vi(δ(s))} ds

]

,

i = 1, 2. Let 0 ≤ β ≤ 1. Then,

βz1(t) + (1− β)z2(t) = Sα(t) {B2 [βµ2,1(t) + (1 − β)µ2,2(t)] + u0 − h(u(t))− g(0, u(σ(0)))}

+ g (t, u(σ(t))) +

∫ t

0

(t− s)α−1ATα(t− s)g (s, u(σ(s))) ds

+

∫ t

0

(t− s)α−1Tα(t− s) [βv1(δ(s)) + (1− β)v2(δ(s))] ds

+

∫ t

0

(t− s)α−1Tα(t− s)B1 [βµ1,1(s) + (1− β)µ1,2(s)] ds,

where

βµ1,1(t) + (1− β)µ1,2(t)

= B∗
1T

∗
α(a− t)R(λ,Γa

0,1)

[

ua − Sα(a)[u0 − h(u(t))− g(0, u(σ(0)))]− g (t, u(σ(t)))

−

∫ a

0

(a− s)α−1 {ATα(a− s)g (s, u(σ(s))) + Tα(a− s) [βv1(δ(s)) + (1 − β)v2(δ(s))]} ds

]

,

βµ2,1(t) + (1− β)µ2,2(t)

= B∗
2S

∗
α(a)R(λ,Γa

0,2)

[

ua − Sα(a)[u0 − h(u(t))− g(0, u(σ(0)))]− g(t, u(σ(t)))

−

∫ a

0

(a− s)α−1 {ATα(a− s)g(s, u(σ(s))) + Tα(a− s)[βv1(δ(s)) + (1− β)v2(δ(s))]} ds

]

.

Since the multi-valued map f has convex values, then Sf,µ1
is convex. As required, we conclude

that βz1(t) + (1− β)z2(t) ∈ Fλ(u).
Step 3. Fλ(u) is closed for each u ∈ Ωr. Let {zn}n≥0 ∈ Fλ(u) for zn → z ∈ Ωr. Then, there

exists vn ∈ Sf,µ1
such that

zn(t) = Sα(t) [B2µ2,n(t) + u0 − h(u(t))− g (0, u(σ(0)))] + g (t, u(σ(t)))

+

∫ t

0

(t− s)α−1{ATα(t− s)g (s, u(σ(s))) + Tα(t− s) [vn(δ(s)) +B1µ1,n(s)]}ds

for every t ∈ J , where

µ1,n = B∗
1T

∗
α(a− t)R

(

λ,Γa
0,1

)

[

ua − Sα(a)[u0 − h(u(t))− g(0, u(σ(0)))]− g (t, u(σ(t)))

−

∫ a

0

(a− s)α−1 {ATα(a− s)g(s, u(σ(s))) + Tα(a− s)vn(δ(s))} ds

]

,
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µ2,n = B∗
2S

∗
α(a)R(λ,Γa

0,2)

[

ua − Sα(a)[u0 − h(u(t))− g(0, u(σ(0)))]− g (t, u(σ(t)))

−

∫ a

0

(a− s)α−1 {ATα(a− s)g (s, u(σ(s))) + Tα(a− s)vn(δ(s))} ds

]

.

From [37], we deduce that Sf,µ1
is weakly compact in L1(J,H), which implies that vn converges

weakly (
⋆

−→ for short) to some v ∈ Sf,µ1
in L1(J,H). Therefore,

µ1,n
⋆

−→ µ1 = B∗
1T

∗
α(a− t)R

(

λ,Γa
0,1

)

[

ua − Sα(a) [u0 − h(u(t))− g(0, u(σ(0)))]− g (t, u(σ(t)))

−

∫ a

0

(a− s)α−1 {ATα(a− s)g (s, u(σ(s))) + Tα(a− s)v(δ(s))} ds

]

,

µ2,n
⋆

−→ µ2 = B∗
2S

∗
α(a)R(λ,Γa

0,2)

[

ua − Sα(a)[u0 − h(u(t))− g(0, u(σ(0)))]− g (t, u(σ(t)))

−

∫ a

0

(a− s)α−1 {ATα(a− s)g (s, u(σ(s))) + Tα(a− s)v(δ(s))} ds

]

.

Thus,

zn(t) → z(t) = Sα(t) [B2µ2(t) + u0 − h(u(t))− g (0, u(σ(0)))] + g (t, u(σ(t)))

+

∫ t

0

(t− s)α−1{ATα(t− s)g (s, u(σ(s))) + Tα(t− s) [v(δ(s)) +B1µ1(s)]}ds.

Hence, z ∈ Fλ(u).
Step 4. Fλ(u) is u.s.c. and condensing. We make the decomposition Fλ = Fλ

1 + Fλ
2 , where

the operators Fλ
1 and Fλ

2 are defined by

(

Fλ
1 u
)

(t) = −Sα(t)g (0, u(σ(0))) + g (t, u(σ(t))) +

∫ t

0

(t− s)α−1ATα(t− s)g (s, u(σ(s))) ds

and

Fλ
2 (u) =

{

z ∈ Ωr : z(t) = Sα(t) [B2µ2(t) + u0 − h(u(t))]

+

∫ t

0

(t− s)α−1Tα(t− s) [v(δ(s)) +B1µ1(s)] ds, v ∈ Sf,µ1

}

.

We show that Fλ
1 is a contraction operator while Fλ

2 is completely continuous. Let u1, u2 ∈ Ωr.
Then, for each t ∈ J , condition (10) gives

‖Fλ
1 u1(t)− Fλ

1 u2(t)‖q ≤ ‖Sα(t)A
−p [Apg(0, u1(σ(0)))− Apg(0, u2(σ(0)))] ‖q

+ ‖A−p [Apg(t, u1(σ(t))) −Apg(t, u2(σ(t)))] ‖q

+

∥

∥

∥

∥

∫ t

0

(t− s)α−1A1−pTα(t− s)Ap [g(s, u1(σ(s))) − g(s, u2(σ(s)))] ds

∥

∥

∥

∥

q

≤
[

M‖A−p‖L1 + ‖A−p‖L1

]

sup
s∈J

‖u1(s)− u2(s)‖q

+

∫ t

0

(t− s)α−1αM1−pΓ(1 + p)

Γ(1 + αp)
(t− s)−(1−p)αdsL1 sup

s∈J

‖u1(s)− u2(s)‖q

≤ L1

[

M‖A−p‖+ ‖A−p‖+
apα

pα

αM1−pΓ(1 + p)

Γ(1 + αp)

]

sup
s∈J

‖u1(s)− u2(s)‖q.
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Therefore, ‖Fλ
1 u1(t) − Fλ

1 u2(t)‖q ≤ K sup
s∈J

‖u1(s) − u2(s)‖q, where 0 ≤ K < 1. Hence Fλ
1 is a

contraction operator. Next, we show that Fλ
2 is u.s.c. and completely continuous. We begin to

prove that Fλ
2 is completely continuous.

1. Fλ
2 is already bounded.

2. Fλ
2 is equicontinuous on Ωr. Let u ∈ Ωr, z ∈ (Fλ

2 )(u). Then there exists v ∈ Sf,µ1
such that

z(t) = Sα(t) [B2µ2(t) + u0 − h(u(t))] +

∫ t

0

(t− s)α−1Tα(t− s) [v(δ(s)) +B1µ1(s)] ds

for each t ∈ J . It follows that

‖z(τ)− z(0)‖q =

∥

∥

∥

∥

(Sα(τ) − I)[AqB2µ2(t) +Aqu0 −Aqh(u(t))]

+

∫ τ

0

(τ − s)α−1AqTα(τ − s)[v(δ(s)) +B1µ1(s)]ds

∥

∥

∥

∥

≤ ‖(Sα(τ) − I) [AqB2µ2(t) +Aqu0 −Aqh(u(t))]‖

+
τα(1−q)

α(1 − q)

αMqΓ(2− q)

Γ(1 + α(1 − q))
[ω + ‖B1‖‖µ1‖] −→ 0

as τ → 0 uniformly, since, by (H3) and Lemma 12, the complete continuity of Aqh and the strong
continuity of Sα(t) at t = 0 are satisfied, respectively. Let τ1, τ2 ∈ J with 0 < s < τ1 < τ2 ≤ a.
Then

‖z(τ2)− z(τ1)‖q ≤ ‖ [Sα(τ2)− Sα(τ1)] [B2µ2(t) + u0 − h(u(t))] ‖q

+

∥

∥

∥

∥

∫ τ2

τ1

(τ2 − s)α−1Tα(τ2 − s) [v(δ(s)) +B1µ1(s)] ds

∥

∥

∥

∥

q

+

∥

∥

∥

∥

∫ τ1

0

[

(τ2 − s)α−1 − (τ1 − s)α−1
]

Tα(τ2 − s) [v(δ(s)) +B1µ1(s)] ds

∥

∥

∥

∥

q

+

∥

∥

∥

∥

∫ τ1

0

(τ1 − s)α−1 [Tα(τ2 − s)− Tα(τ1 − s)] [v(δ(s)) +B1µ1(s)] ds

∥

∥

∥

∥

q

≤ ‖Sα(τ2)− Sα(τ1)‖q [‖B2‖ ‖µ2(t)‖+ ‖u0‖q + ‖h(u(t))‖]

+

∫ τ2

τ1

(τ2 − s)α−1‖AqTα(τ2 − s)‖ [‖v(δ(s))‖ + ‖B1‖‖µ1(s)‖] ds

+

∫ τ1

0

[(τ2 − s)α−1 − (τ1 − s)α−1]‖AqTα(τ2 − s)‖ [‖v(δ(s))‖ + ‖B1‖‖µ1(s)‖] ds

+

∫ τ1

0

(τ1 − s)α−1‖Aq [Tα(τ2 − s)− Tα(τ1 − s)‖] [‖v(δ(s))‖ + ‖B1‖‖µ1(s)‖] ds

≤ ‖Sα(τ2)− Sα(τ1)‖q [‖B2‖‖µ2(t)‖ + ‖u0‖q + ‖h(u(t))‖]

+

∫ τ2

τ1

(τ2 − s)α−1‖AqTα(τ2 − s)‖ [ω + ‖B1‖‖µ1(s)‖] ds

+

∫ τ1−ǫ

0

[

(τ2 − s)α−1 − (τ1 − s)α−1
]

‖AqTα(τ2 − s)‖ [ω + ‖B1‖‖µ1(s)‖] ds

+

∫ τ1

τ1−ǫ

[

(τ2 − s)α−1 − (τ1 − s)α−1
]

‖AqTα(τ2 − s)‖ [ω + ‖B1‖‖µ1(s)‖] ds

+

∫ τ1−ǫ

0

(τ1 − s)α−1‖Aq [Tα(τ2 − s)− Tα(τ1 − s)‖] [ω + ‖B1‖‖µ1(s)‖] ds

+

∫ τ1

τ1−ǫ

(τ1 − s)α−1‖Aq [Tα(τ2 − s)− Tα(τ1 − s)‖] [ω + ‖B1‖‖µ1(s)‖] ds
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≤ ‖Sα(τ2)− Sα(τ1)‖q [‖B2‖‖µ2(t)‖+ ‖u0‖q + ‖h(u(t))‖]

+
αMqΓ(2− q)

Γ(1 + α(1− q))

[

(τ2 − τ1)
α(1−q)

α(1− q)
[ω + ‖B1‖‖µ1‖]

+

∫ τ1−ǫ

0

[

(τ2 − s)α−1 − (τ1 − s)α−1
]

(τ2 − s)−qα [ω + ‖B1‖‖µ1(s)‖] ds

+

∫ τ1

τ1−ǫ

[

(τ2 − s)α−1 − (τ1 − s)α−1
]

(τ2 − s)−qα [ω + ‖B1‖‖µ1(s)‖] ds

+

∫ τ1−ǫ

0

(τ1 − s)α−1
[

(τ2 − s)−qα − (τ1 − s)−qα
]

[ω + ‖B1‖‖µ1(s)‖] ds

+

∫ τ1

τ1−ǫ

(τ1 − s)α−1
[

(τ2 − s)−qα − (τ1 − s)−qα
]

[ω + ‖B1‖‖µ1(s)‖] ds

]

.

In view of Lemma 12, Sα(·) and Tα(·) are compact and strongly continuous operators, which
imply the continuity of those operators in the uniform operator topology on (0, a]. Concluding,
as τ2 − τ1 → 0, with ǫ sufficiently small, the right-hand side of the above inequality tends to zero
independently of u ∈ Ωr. This shows the equicontinuity of Fλ

2 on Ωr.
3. (Fλ

2 Ωr)(t) = {z(t) : z ∈ Fλ
2 (Ωr)} is relatively compact in Hq for each t ∈ J . Clearly,

(Fλ
2 Ωr)(t) is relatively compact in Hq for t = 0. Let 0 < t ≤ a be fixed. For u ∈ Ωr and

z ∈ (Fλ
2 )(u), there exists a function v ∈ Sf,µ1

such that

z(t) = Sα(t) [B2µ2(t) + u0 − h(u(t))] +

∫ t

0

(t− s)α−1Tα(t− s) [v(δ(s)) +B1µ1(s)] ds.

For 0 < γ < 1, we have

‖Aγz(t)‖ ≤ ‖Sα(t)‖‖A
γ [B2µ2(t) + u0 − h(u(t))] ‖

+

∫ t

0

(t− s)α−1‖AγTα(t− s)‖‖v(δ(s)) +B1µ1(s)‖ds

≤ ‖Sα(t)‖‖A
γA−q [B2µ2(t) + u0 − h(u(t))‖q]

+

∫ t

0

(t− s)α−1‖AγA−qTα(t− s)‖q [‖v(δ(s))‖ + ‖B1‖‖µ1(s)‖] ds

≤ M‖A−qγ‖ [‖B2‖‖µ2‖q + ‖u0‖q + k]

+ ‖A−qγ‖
aα(1−q)

α(1 − q)

αMqΓ(2− q)

Γ(1 + α(1 − q))
[ω + ‖B1‖‖µ1‖] .

By Remark 10, A−qγ is bounded since 0 < qγ < 1. Clearly, AγFλ
2 u(t) is bounded in H . It is

known from [38] that A−γ : H → Hq is compact for 0 ≤ q < γ < 1. Then (Fλ
2 Ωr)(t) is relatively

compact in Hq for each t ∈ J . As a consequence of Step 4.1, together with the Arzela–Ascoli
theorem, we conclude that Fλ

2 is completely continuous.
4. Fλ

2 has a closed graph. From above we have that Fλ
2 (u) is a relatively compact and closed

set for every u ∈ Ωr. Hence Fλ
2 (u) is a compact set. Let un → u∗, un ∈ Ωr, zn ∈ Fλ

2 (un) and
zn → z∗. We shall prove that z∗ ∈ Fλ

2 (u∗). Note that zn ∈ Fλ
2 (un), which means that there exists

vn ∈ Sf,µ1,n
such that

zn(t) = Sα(t) [B2µ2,n(t) + u0 − h(un)] +

∫ t

0

(t− s)α−1Tα(t− s) [vn(δ(s)) +B1µ1,n(s)] ds (14)

for each t ∈ J , where

µ1,n = B∗
1T

∗
α(a− t)R

(

λ,Γa
0,1

)

[

ua − Sα(a) [u0 − h(un)− g (0, un(σ(0)))]− g (a, un(σ(a)))

−

∫ a

0

(a− s)α−1{ATα(a− s)g (s, un(σ(s))) + Tα(a− s)vn(δ(s))}ds

]

,
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µ2,n = B∗
2S

∗
α(a)R

(

λ,Γa
0,2

)

[

ua − Sα(a) [u0 − h(un)− g(0, un(σ(0)))]− g (a, un(σ(a)))

−

∫ a

0

(a− s)α−1{ATα(a− s)g (s, un(σ(s))) + Tα(a− s)vn(δ(s))}ds

]

.

We prove the existence of v∗ ∈ Sf,µ1,∗
such that

z∗(t) = Sα(t) [B2µ2,∗(t) + u0 − h(u∗)] +

∫ t

0

(t− s)α−1Tα(t− s) [v∗(δ(s)) +B1µ1,∗(s)] ds

for each t ∈ J , where

µ1,∗ = B∗
1T

∗
α(a− t)R

(

λ,Γa
0,1

)

[

ua − Sα(a) [u0 − h(u∗)− g (0, u∗(σ(0)))]− g (a, u∗(σ(a)))

−

∫ a

0

(a− s)α−1{ATα(a− s)g (s, u∗(σ(s))) + Tα(a− s)v∗(δ(s))}ds

]

,

µ2,∗ = B∗
2S

∗
α(a)R(λ,Γa

0,2)

[

ua − Sα(a) [u0 − h(u∗)− g (0, u∗(σ(0)))]− g (a, u∗(σ(a)))

−

∫ a

0

(a− s)α−1{ATα(a− s)g (s, u∗(σ(s))) + Tα(a− s)v∗(δ(s))}ds

]

.

Consider the linear continuous operator P : L1(J ′, H) → L2(J ′, H) defined by

v → P (v)(t) =

∫ t

0

(t− s)α−1Tα(t− s)

×

[

v(δ(s)) −B1B
∗
1T

∗
α(a− s)R(λ,Γa

0,1)

∫ a

0

(a− η)α−1Tα(a− η)v(δ(η))dη

]

ds.

By (14) we get

zn(t)− Sα(t) [B2µ2,n(t) + u0 − h(un)]−

∫ t

0

(t− s)α−1Tα(t− s)B1B
∗
1T

∗
α(a− s)R

(

λ,Γa
0,1

)

×

{

ua − Sα(a) [u0 − h(un)− g(0, un(σ(0)))] − g (a, un(σ(a)))

−

∫ a

0

(a− η)α−1ATα(a− η)g (η, un (σ(η))) dη

}

ds ∈ P
(

Sf,µ1,n

)

,

which converges to

z∗(t)− Sα(t) [B2µ2,∗(t) + u0 − h(u∗)]−

∫ t

0

(t− s)α−1Tα(t− s)B1B
∗
1T

∗
α(a− s)R

(

λ,Γa
0,1

)

×

{

ua − Sα(a) [u0 − h(u∗)− g (0, u∗(σ(0)))]− g (a, u∗(σ(a)))

−

∫ a

0

(a− η)α−1ATα(a− η)g (η, u∗(σ(η))) dη

}

ds

in Ωr, uniformly as n → ∞. From Proposition 7, it follows that P ◦Sf is a closed graph operator.
Hence we have that

z∗(t)− Sα(t) [B2µ2,∗(t) + u0 − h(u∗)]−

∫ t

0

(t− s)α−1Tα(t− s)B1B
∗
1T

∗
α(a− s)R

(

λ,Γa
0,1

)

×

{

ua − Sα(a) [u0 − h(u∗)− g (0, u∗(σ(0)))]− g (a, u∗(σ(a)))

−

∫ a

0

(a− η)α−1ATα(a− η)g (η, u∗(σ(η))) dη

}

ds ∈ P
(

Sf,µ1,∗

)

,

13



that is, there exists v∗(t) ∈ Sf,µ1,∗
such that

P (v∗(t)) = z∗(t)− Sα(t) [B2µ2,∗(t) + u0 − h(u∗)]

−

∫ t

0

(t− s)α−1Tα(t− s)B1B
∗
1T

∗
α(a− s)R

(

λ,Γa
0,1

)

×

{

ua − Sα(a) [u0 − h(u∗)− g(0, u∗(σ(0)))] − g (a, u∗(σ(a)))

−

∫ a

0

(a− η)α−1ATα(a− η)g (η, u∗(σ(η))) dη

}

ds

=

∫ t

0

(t− s)α−1Tα(t− s)

×

[

v∗(δ(s))−B1B
∗
1T

∗
α(a− s)R

(

λ,Γa
0,1

)

∫ a

0

(a− η)α−1Tα(a− η)v∗ (δ(η)) dη

]

ds.

This shows that z∗ ∈ Fλ
2 (u∗). Therefore, F

λ
2 has a closed graph and Fλ

2 is a completely continuous
multi-valued map with compact value. Thus, Fλ

2 is u.s.c. On the other hand, Fλ
1 is proved a

contraction operator and hence Fλ = Fλ
1 + Fλ

2 is u.s.c. and condensing. According to Lemma 8,
we ensure the existence of a fixed point uλ(·) for Fλ in Ωr.

Theorem 16. If (H1)–(H4) are satisfied and λR(λ,Γa
0,i) → 0 in the strong operator topology

as λ → 0+, i = 1, 2, then the nonlocal-control fractional delay system (1)–(2) is approximately
controllable on J .

Proof. According to Theorem 15, Fλ has a fixed point in Ωr for any λ ∈ (0, 1). This implies that
there exists uλ ∈ Fλ(uλ), that is, there is vλ ∈ Sf,µ1

λ such that

uλ(t) = Sα(t)
[

B2µ2
λ(t) + u0 − h

(

uλ
)

− g
(

0, uλ(σ(0))
)]

+ g
(

t, uλ(σ(t))
)

+

∫ t

0

(t− s)α−1{ATα(t− s)g
(

s, uλ(σ(s))
)

+ Tα(t− s)
[

vλ(δ(s)) +B1µ1
λ(s)

]

}ds,

where

µ1
λ(t) = B∗

1T
∗
α(a− t)R

(

λ,Γa
0,1

)

[

ua − Sα(a)
[

u0 − h(uλ(t))− g
(

0, uλ(σ(0))
)]

− g
(

t, uλ(σ(t))
)

−

∫ a

0

(a− s)α−1
{

ATα(a− s)g
(

s, uλ(σ(s))
)

+ Tα(a− s)vλ(δ(s))
}

ds

]

,

µ2
λ(t) = B∗

2S
∗
α(a)R

(

λ,Γa
0,2

)

[

ua − Sα(a)
[

u0 − h(uλ(t))− g
(

0, uλ(σ(0))
)]

− g
(

t, uλ(σ(t))
)

−

∫ a

0

(a− s)α−1
{

ATα(a− s)g
(

s, uλ(σ(s))
)

+ Tα(a− s)vλ(δ(s))
}

ds

]

.

Now,

uλ(a) = Sα(a)
[

B2µ2
λ(a) + u0 − h

(

uλ
)

− g
(

0, uλ(σ(0))
)]

+ g
(

a, uλ(σ(a))
)

+

∫ a

0

(a− s)α−1{ATα(a− s)g
(

s, uλ(σ(s))
)

+ Tα(a− s)
[

vλ(δ(s)) +B1µ1
λ(s)

]

}ds

14



and

ua − uλ(a) = ua − Γa
0,2R

(

λ,Γa
0,2

)

{ua − Sα(a)
[

u0 − h
(

uλ
)

− g
(

0, uλ(σ(0))
)]

− g
(

a, uλ(σ(a))
)

−

∫ a

0

(a− s)α−1{ATα(a− s)g
(

s, uλ(σ(s))
)

+ Tα(a− s)vλ(δ(s))}ds}

− Sα(a)
[

u0 − h
(

uλ
)

− g
(

0, uλ(σ(0))
)]

− g
(

a, uλ(σ(a))
)

−

∫ a

0

(a− s)α−1{ATα(a− s)g
(

s, uλ(σ(s))
)

+ Tα(a− s)vλ(δ(s))}ds,

− Γa
0,1R

(

λ,Γa
0,1

)

{ua − Sα(a)
[

u0 − h
(

uλ
)

− g
(

0, uλ(σ(0))
)]

− g
(

a, uλ(σ(a))
)

−

∫ a

0

(a− s)α−1{ATα(a− s)g
(

s, uλ(σ(s))
)

+ Tα(a− s)vλ(δ(s))}ds}.

From (9) we have I − Γa
0,iR

(

λ,Γa
0,i

)

= λR
(

λ,Γa
0,i

)

, i = 1, 2, and we deduce that

ua − uλ(a) = λ
[

R
(

λ,Γa
0,1

)

+R
(

λ,Γa
0,2

)]

{

ua − Sα(a)
[

u0 − h
(

uλ
)

− g
(

0, uλ(σ(0))
)]

− g
(

a, uλ(σ(a))
)

−

∫ a

0

(a− s)α−1
{

ATα(a− s)g
(

s, uλ(σ(s))
)

+ Tα(a− s)vλ(δ(s))
}

ds

}

. (15)

According to the compactness of Sα(t), t > 0, and the uniform boundedness of h and g, we see that
there is a subsequence of Sα(a)

[

h
(

uλ
)

− g
(

0, uλ(σ(0))
)]

that converges to some u1 as λ → 0+.
By assumption (H1), we can choose a sufficiently small positive constant ǫ > 0, q + ǫ < 1, such
that Aq+ǫg(a, uλ(σ(a))) is bounded in H . Since g

(

a, uλ(σ(a))
)

= A−(q+ǫ)Aq+ǫg
(

a, uλ(σ(a))
)

,

g
(

a, uλ(σ(a))
)

is clearly relatively compact in Hq and hence in H (A−(q+ǫ) : H → Hq is compact).

It means that there is u2 ∈ H such that g
(

a, uλ(σ(a))
)

→ u2 in ‖ · ‖ as λ → 0+ (here g is a
subsequence of itself). On the other hand,

∫ a

0

(a− s)α−1ATα(a− s)g
(

s, uλ(σ(s))
)

ds =

∫ a

0

(a− s)α−1A1−qTα(a− s)Aqg
(

s, uλ(σ(s))
)

ds

and, by (H1), Aqg(s, uλ(σ(s))) ∈ L2(J,H). Then we can get a subsequence, still denoted by
Aqg(s, uλ(σ(s))), which converges weakly to some g(s) ∈ L2(J,H). Similarly as the proof of the
compactness of Fλ

2 in Theorem 15, it is easy to see that the mapping

u(t) →

∫ t

0

(t− s)α−1A1−qTα(t− s)u(s)ds,

from L2(J,H) to C(J,H), is compact. Then,

∫ a

0

(a− s)α−1A1−qTα(a− s)
[

Aqg(s, uλ(σ(s))) − g(s)
]

ds → 0

as λ → 0+. Similarly, vλ(δ(s)) is uniformly bounded in L2(J ′, H) and so converges weakly to
some v(s) ∈ L2(J,H). The mapping

u(t) →

∫ t

0

(t− s)α−1Tα(t− s)u(s)ds

is also compact on L2(J,H). It follows that

∫ a

0

(a− s)α−1Tα(a− s)
[

vλ(s)− v(s)
]

ds → 0

15



as λ → 0+. Using (15), we get

∥

∥ua − uλ(a)
∥

∥ =

∥

∥

∥

∥

∥

λ
[

R
(

λ,Γa
0,1

)

+R
(

λ,Γa
0,2

)]

{

ua − Sα(a)
[

u0 − h
(

uλ
)

− g
(

0, uλ(σ(0))
)]

− g
(

a, uλ(σ(a))
)

+ Tα(a− s)vλ(δ(s))
}

−

∫ a

0

(a− s)α−1
{

ATα(a− s)g
(

s, uλ(σ(s))
)}

ds

∥

∥

∥

∥

∥

≤

∥

∥

∥

∥

∥

λ
[

R
(

λ,Γa
0,1

)

+R
(

λ,Γa
0,2

)]

{

ua − Sα(a) [u0 − u1]− u2

−

∫ a

0

(a− s)α−1{AqTα(a− s)g(s) + Tα(a− s)v(δ(s))}ds
}

∥

∥

∥

∥

∥

+
∥

∥λ
[

R
(

λ,Γa
0,1

)

+R
(

λ,Γa
0,2

)]
∥

∥

{

∥

∥Sα(a)
[

h
(

uλ
)

− g
(

0, uλ(σ(0))
)

− u1

]
∥

∥

+

∥

∥

∥

∥

∥

∫ a

0

(a− s)α−1
{

A1−qTα(a− s)
[

Aqg(s, uλ(σ(s))) − g(s)
]

+ ‖g
(

a, uλ(σ(a))
)

− u2‖+ Tα(a− s)
[

vλ(δ(s)) − v(s)
]

}

ds

∥

∥

∥

∥

∥

}

.

Moreover, by the assumption that we have λR(λ,Γa
0,i) → 0 in the strong operator topology as

λ → 0+, i = 1, 2, we ensure that ‖ua − uλ(a)‖ → 0 as λ → 0+. Therefore, the fractional dynamic
inclusion (1)–(2) is approximately controllable on J .

4 An Example

In this section, we apply Theorems 15 and 16 to the following fractional partial functional differ-
ential inclusion with nonlocal control condition:

∂α

∂tα
[u(x, t)− x arctanu(x, sin t)] ∈

∂2u(x, t)

∂x2
+

∫ t

0

b(t, s) exp ξ (x, sin s) ds, (16)

u(x, 0)− u0(x) =

m
∑

k=1

ck [ξ(x, tk)− u(x, tk)] , x ∈ [0, π], (17)

u(0, t) = u(π, t) = 0, t ∈ J, (18)

where 0 < α ≤ 1, 0 < t1 < · · · < tm < a, ck, k = 1, . . . ,m, are given constants and the function
b(t, s) is continuous on ∆. Let us take the function g(t, u(·)) = x arctanu(x, ·), the multivalued
map f(t, s, ·) = b(t, s)e·, the nonlocal function given by h(u(·, t)) =

∑m

k=1 cku(·, tk), the control
functions µ1(t) = µ2(t) = ξ(·, t), where ξ : [0, π] × J → [0, π] is continuous, and the delays
σ(t) = δ(t) = sin t. Assume that H = L2[0, π] and define A : H → H by Aw = w′′ with domain

D(A) = {w ∈ H : w,w′ are absolutely continuous, w′′ ∈ H,w(0) = w(π) = 0}

dense in the Hilbert space H . Then,

Aw =

∞
∑

n=1

n2〈w,wn〉wn, w ∈ D(A),

where 〈·, ·〉 is the inner product in L2[0, π]. It is well known that A generates a strongly continuous
semigroup {Q(t), t ≥ 0} on H , which is compact, analytic, and self-adjoint. Furthermore, A has a
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discrete spectrum with eigenvalues −n2, n ∈ N, and the corresponding normalized eigenfunctions

are given by wn(t) =
√

2
π
sinnx, 0 ≤ x ≤ π, with {wn : n ∈ N} an orthonormal basis of H and

Q(t)w =

∞
∑

n=1

e−n2t〈w,wn〉wn

for all t ≥ 0 and w ∈ H . In particular,Q(·) is a uniformly stable semigroup and ‖Q(t)‖L2[0,π] ≤ e−t.

Also, for each w ∈ H , A− 1

2w =
∞
∑

n=1

1
n
〈w, wn〉wn with ‖A− 1

2 ‖L2[0,π] = 1 and the operator A
1

2 is

given on the space D(A
1

2 ) = H 1

2

:= {w ∈ H :
∑∞

n=1 n〈w,wn〉wn ∈ H} by A
1

2w =
∞
∑

n=1
n〈w,wn〉wn.

Now define the infinite-dimensional space Y by

Y :=

{

z =
∞
∑

n=2

znwn(x)

∣

∣

∣

∣

∣

∞
∑

n=2

zn < ∞

}

⊂ L2[0, π],

where the norm in Y is defined by ‖z‖ =
√

∑∞

n=2 z
2
n. The control is defined by a bounded linear

operator B = B1 = B2 : Y → L2[0, π] from the control Hilbert space Y by

(Bµ)(x) = 2µ2w1(x) +
∞
∑

n=2

µnwn(x) = ξ(x, t), for z =
∞
∑

n=2

µnwn ∈ Y.

Assume that there exists a function v(x, δ(t)) = ω(x, sin t) such that

ω(x, sin t) + ξ(x, t) ∈

∫ t

0

b(t, s) exp ξ (x, sin s) ds.

Thus, the integral equation (5) is satisfied. Therefore, problem (16)–(18) is an abstract formulation
of the control system (1)–(2). Moreover, all the assumptions (H1)–(H4) hold. Then, the associated
linear system of (16)–(18) is not exactly controllable but, by Theorems 15 and 16, the control
system (16)–(18) is approximately controllable on J . Note that Lemma 14 holds.

5 Conclusion

We have studied approximate controllability for a class of fractional delay dynamic inclusions. We
introduced, for the first time in the literature, a nonlocal control condition by setting a control
function that depends on the nonlocal condition, and other control that depends on the multi-
valued map that appears, as usual, in the right hand side of the inclusion. Sufficient conditions for
approximate controllability are obtained. In particular, our conditions are formulated in such a way
that approximate controllability of the nonlinear dynamical system is implied by the approximate
controllability of its corresponding linear part. More precisely, the controllability problem is
transformed into a fixed point problem for an appropriate nonlinear operator in a suitable function
space. Using fractional calculations, multi-valued analysis, and Sadovskii’s fixed point theorem,
we guarantee the existence of a fixed point of this operator and study approximate controllability
of the considered systems. Finally, an example is provided to illustrate the applicability of the
new results.

In order to describe various real-world problems in physical and engineering sciences subject
to abrupt changes at certain instants during the evolution process, impulsive fractional differential
equations have become important in recent years as mathematical models of many phenomena in
both physical and social sciences [43]. In [11], Debbouche and Baleanu establish a controllability
result for a class of fractional evolution nonlocal impulsive quasilinear delay integro-differential
systems in a Banach space by using the theory of fractional calculus and fixed point techniques.
Upon making some appropriate assumptions on system functions and by adapting the techniques
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and ideas established here with those of [11], one can prove approximate controllability of nonlocal
control fractional delay dynamic inclusions with impulses.

Degenerate differential equations of integer order are often used to describe various processes
in science and engineering [19]. As an open problem for further investigations, we mention the
study of approximate controllability for degenerate fractional dynamic (stochastic) inclusions.
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