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Abstract

Malicious URL detection is an emerging research area due to continuous modernization of var-
ious systems, for instance, Edge Computing. In this article, we present a novel malicious URL
detection technique, called deepBF (deep learning and Bloom Filter). deepBF is presented in
two-fold. Firstly, we propose a self-adjusted Bloom Filter using 2-dimensional Bloom Filter. We
experimentally decide the best non-cryptography string hash function. Then, we derive a modified
non-cryptography string hash function from the selected hash function for deepBF by introduc-
ing biases in the hashing method and compared among the string hash functions. The modified
string hash function is compared to other variants of diverse non-cryptography string hash func-
tions. It is also compared with various filters, particularly, counting Bloom Filter, Kirsch et al.,
and Cuckoo Filter using various test cases. The test cases unearth weakness and strength of the
filters. Secondly, we propose a malicious URL detection mechanism using deepBF. We apply the
evolutionary convolutional neural network to identify the malicious URLs. The evolutionary convo-
lutional neural network is trained and tested with malicious URL datasets. The output is tested
in deepBF for accuracy. We have achieved many conclusions from our experimental evaluation
and results and are able to reach various conclusive decisions which are presented in the article.

Keywords: Bloom Filter, Learned Bloom Filter, Multidimensional Bloom Filter, Membership Filter,
Malicious URL Detection, Deep Learning, Evolutionary Deep Neural Networks, Deep Convolutional Neural
Networks, Neural Networks, Computer Networking.

1 Introduction

Bloom Filter [1] is a famous hash data struc-
ture for membership filtering which uses a tiny
amount of memory. It is known as an approximate
membership filter. This tiny filter is applied in
numerous research fields. For instance, BigTable
[2] uses Bloom Filter to enhance the lookup perfor-
mance. BigTable reduces unnecessary HDD access

by deploying Bloom Filter. Similarly, it is deployed
in various domains, namely, Big Data, Network
Security [3, 4], Network Traffic, IoT [5], and Bioin-
formatics [6]. Besides, there are an abundant of
network devices that depends on Bloom Filter.
Thus, there is an immense necessity for a high
accuracy Bloom Filter in Computer Networking
as well as other domains because Bloom Filter
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can foster a system’s performance and reduces the
main memory consumption.

There are diverse variants of Bloom Filters
which are introduced to address several issues,
for instance, counting Bloom Filter for caching
URL purposes [7, 8]. There are also similar vari-
ants of Bloom Filter, particularly, Cuckoo Filter
[9]. Moreover, Patgiri et al. introduces multidi-
mensional Bloom Filter, called rDBF [10]. HFil
is a high accuracy Bloom Filter extended from
rDBF [11]. Recently, a learned Bloom Filter (LBF)
is introduced by M. Mitzenmacher [12]. LBF is
currently trending in Bloom Filter. It is a com-
bination of machine learning and Bloom Filter.
Inspired from this LBF, we propose a novel tech-
nique to identify the malicious URL using evo-
lutionary convolutional neural network (evoCNN)
and Bloom Filter.

In this article, we propose a novel self-adjusted
Bloom Filter, called deepBF (Deep Learning and
Bloom Filter). The complete proposed system is
as follows- let, ψ be a URL, µBF be the Bloom
Filter to cache malignant URL, βBF be the Bloom
Filter to cache benign URLs and εCNN be the
evolutionary convolutional neural networks. First,
a query item ψ is queried to µBF for membership
and if µBF returns true, then deepBF will block
the URL ψ. Otherwise, query to βBF for mem-
bership. If βBF returns true, then the URL ψ is
allowed. Otherwise, ψ is a new URL. Therefore,
the new URL ψ is input to εCNN for classifica-
tion. If εCNN identify the URL ψ as malignant,
then deepBF will insert the URL ψ into µBF and
blocks the URL ψ. Otherwise, deepBF will insert
the URL ψ into βBF and allow the URL. This pro-
cedure reduces the load on εCNN significantly. It
also reduces loads on computational devices.

To achieve our proposed system, we present
it in two-fold. Firstly, deepBF is designed by
performing contest among the non-cryptography
string hash functions in 2-Dimensional Bloom Fil-
ter (2D Bloom Filter) [10] using various use cases
and select the best non-cryptography string hash
functions. Experimental results provide the jus-
tification for not selecting cryptography string
hash functions. As per our observation, the mur-
mur2 hash function is a consistent performer and
selected it to use in deepBF. The Murmur2 hash
function is modified for higher performance and
the resultant hash function is used in deepBF. The
resultant hash function contains high biases and

redundancies. However, our experimental results
show that higher biases and redundancies do
not affect the false positive probability (FPP) of
Bloom Filter. After building a modified string
hash function, deepBF is compared with Kirsch et
al. [8], counting Bloom Filter [7, 13] and Cuckoo
Filter (CF) [9]. Kirsch et al. is a modified con-
ventional Bloom Filter, CBF is a counting Bloom
Filter and CF is a similar variant of Bloom Fil-
ter. Thus, our proposed Bloom Filter is compared
to prominent variant of filters. Our result shows,
deepBF outperforms in different use cases. Sec-
ondly, deepBF is tested using malicious URL
detection using evoCNN and proposed Bloom Fil-
ter. evoCNN is trained and tested with malicious
URL dataset and we have used the dataset of [14]
hosted in [15]. The malignant and benign URLs
are also tested in Bloom Filter. From this arti-
cle, we have revealed strengths and weaknesses
of the filters. Also, we present numerous concrete
decision on Bloom Filters from our experimental
results.

This article establishes preliminaries, termi-
nologies and techniques in Section 2 which are
to be used in further sections. It presents con-
cise descriptions of Bloom Filter and its oper-
ations, and non-cryptography string hash func-
tions. Then, provides a few related works in
Section 3. Our proposed work is described clearly
through figures, equations and algorithms in
Section 4. Section 5 demonstrates the experimen-
tal environment, experimenting process and its
results. Similarly, Section 6 provides detailed anal-
ysis on our proposed systems. Likewise, a brief
discussion is carried out in Section 7. Finally,
this article is concluded with several decisions in
Section 7.

2 Preliminary

2.1 Bloom Filter

Bloom Filter is a probabilistic data structure
for membership filtering capable of filtering the
massive amount of data using a small memory
footprint. Bloom Filter has two key issues, namely,
false positives and false negatives. When a Bloom
Filter avoids deletion operation, the false negative
probability becomes zero, therefore, the accuracy
of Bloom Filter depends on the false positive prob-
ability (FPP) of the filter. There are many variants
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of Bloom Filter which are introduced to reduce the
issues of Bloom Filter [16]. Also, diverse variants
of Bloom Filters are introduced to address various
challenges in diverse applications [17–19]. The per-
formance and false positive probability of Bloom
Filter depend on number of hash functions. There-
fore, an optimal number of hash functions are used
in Bloom filter [8]. If the number of hash function
calls is large then it can degrade the insertion and
lookup performance. If the number of hash func-
tion calls is small, then it can increase the false
positive probability, but enhance the performance
of insertion and lookup operations. To increase
performance, we reduce the number of hash func-
tions calls while maintaining a low false positive
probability.

Let, B be the Bloom Filter of size m bits.
The Bloom Filter has 1, 2, 3, . . . , m cells
where each cell can hold one bit, either 0 or 1.
Let, U = {K1, K2, K3, . . .} be the universe.
An item Kj ∈ U is mapped into Bloom Filter
using λ hash functions, let the hash functions
be H1(Kj), H2(Kj), H3(Kj), . . . ,Hλ(Kj). A λ
number of hash functions are invoked in inser-
tion, deletion and query (lookup) operations. Let,
S = {Ki1, Ki2, Ki3, . . . ,Kin} be the inserted set of
the Bloom Filter B where S ⊂ U and n is the total
number of items inserted into the Bloom Filter.
Let, Ki be the random query. The true positive,
false positive, false negative and true negative are
defined in Definition 1, 2, 3 and 4 respectively.

Definition 1. If Ki ∈ S and Ki ∈ B, then the
result of Bloom Filter B is called true positive.

Definition 2. If Ki 6∈ S and Ki ∈ B, then the
result of Bloom Filter B is called false positive.

Definition 3. If Ki ∈ S and Ki 6∈ B, then the
result of Bloom Filter B is called false negative.

Definition 4. If Ki 6∈ S and Ki 6∈ B, then the
result of Bloom Filter B is called true negative.

Bloom Filter B uses m bits for n items. There-
fore, the probability of a bit to be 0 is (1 − 1

m ).
The probability of a bit not set to 1 using λ hash

function is(
1− 1

m

)λ
=

((
1− 1

m

)m) λ
m

= e−λ/m (1)

where

lim
m→∞

(
1− 1

m

)m
=

1

e

After insertion of n items, he probability of a bit
not set to 1 is e−λn/m. Therefore, the probability
of the bit to be 1 is 1 − e−λn/m. Let, ε be the
desired false positive probability, then the all bits
to be set to 1 is

ε = (1− e−λn/m)λ (2)

The value of λ that minimizes false positive prob-
ability is given in Equation (3).

λ =
m

n
ln2 (3)

Replacing value of λ and taking ln in both sides
in Equation (2), we get

m = − n ln ε
(ln 2)2

(4)

Equation (4) gives us the total memory require-
ments for n input items.

0 1    2    3    4    5    

0 1 1 1 1 1 1 10 0 0

Fig. 1: Mapping of K1, K2 and K3 into Bloom
Filter using k = 3 hash functions and these hash
functions are H1(), H2(), H3().

2.2 Operations

Bloom Filter supports three operations, namely,
insertion, deletion and query (lookup) opera-
tions. For these operations, Bloom Filter does not
require complex hash functions. Instead, Bloom
Filter requires the fastest non-cryptography string
hash functions. Cryptography string hash function
makes Bloom Filter slower, and thus, it is not wise
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to use MD5 and SHA2. Murmur, SuperFastHash
and xxHash hash functions can be used in Bloom
Filter for its operations. Bloom Filter does not
require cryptography string hash function due to
two reasons, namely, a) it slows down the Bloom
filter performance, and b) it is unable to reduce
to false positive probability. Therefore, most of
the Bloom Filter uses Murmur hash functions, for
instance, rDBF [10].

2.3 Hashing Techniques

Hashing is another factor that influences the per-
formance of a Bloom Filter. The time complexity
of the Bloom Filter operations depends on the
number of hashing operations performed.

2.3.1 Murmur

Murmurhash is designed by Austin Appleby in
2008 [20]. The name is constructed using two basic
operations murmurhash perform in its inner loop,
namely, multiply (MU) and rotate (R). It is a
non-cryptographic hash function which helps in
common hash based query. It is open to public.
Various versions are also developed to improve
the performance. Currently the latest version is
MurmurHash3.

2.3.2 FNV

Fowler/Noll/Vo (FNV) [21] is a non-cryptography
hashing technique. The technique maintains a low
collision rate. FNV has high dispersion. It makes
FNV suitable for hashing of similar items. In FNV,
items are quickly processed while maintaining low
collision rate. The cryptography hashing tech-
nique is computationally expensive to strongly
prevent brute force inversion, but FNV is inex-
pensive. A cryptography hash function does not
remain in a single state for a long time. However,
in FNV hash value may be 0 and also remains in
that state until a non-zero item is encountered.
Moreover, when a small unpredictable item gets
included in the input set FNV produces a 0 hash
value, and a cryptography hash function gener-
ates a complex hash value to increase complexity,
but in FNV the least significant bits of the hash
value are easily visible. The available versions are
FNV-1 and FNV-1a. FNV-1a performs multiply
and XOR operations in a different order compared

to FNV-1. This change in the order of opera-
tion resulted in better avalanche characteristics.
Avalanche characteristic is a property of cryptog-
raphy technique which refers to slight variation in
input item heavily affects the hash value.

2.3.3 FastHash

FastHash [22] is simple non-cryptography string
hash function. By default, FastHash produces 64
bits hash code. For 32 bits hash code, it deducts
32 bits code from 64 bits hash code. It is similar
to Murmur hash function.

2.3.4 CRC32

Peterson and Brown [23] proposed cyclic redun-
dancy check (CRC) for error detection. It is com-
monly used in networking and storage devices. It
helps to detect accidental alteration to data. CRC
name is derived from the operations performed.
The check value produced by CRC is redundancy.
And, the algorithm uses cyclic codes. CRC gen-
erates a binary string of fixed length called check
value. The check value is included to transmitting
data. A check value is included in each data block
to form a codeword. On the receiver side, again a
check value is calculated for the data block or CRC
is applied on whole codeword. Then, both the
codewords are compared with a residue constant.
In case the values differ, then data error is present
in the block. CRC is used for hashing because it
produces a fixed length check value. CRC32 is a
32-bit cyclic redundancy code. It returns a 32 bit
long string as output. It hashes the string with less
collisions. Advantages of CRC are easy implemen-
tation using a binary hardware, simple and easy
mathematical analysis, and efficiently determines
common errors caused by transmission channel
noise.

2.3.5 SuperfastHash

Paul Hsieh [24] developed a non-cryptography
hash function called Superfasthash. This algo-
rithm uses fewer instructions per input fragment.
The input fragment is of 16 bits. The inner loop of
the algorithm interleaves two 16 bit words. More-
over, the parameters used in the algorithm tries
to give high avalanche effect.
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2.3.6 xxHash

xxHash [25] is a non-cryptography hashing algo-
rithm developed by Yann Collet. It optimizes all
operations to execute faster. It partition the input
items into four independent streams. The respon-
sibility of each stream is to execute block of 4 bytes
per step. Each stream stores a temporary state.
In the final step, all four states are combined to
obtain a single state. The most important advan-
tage of xxHash is that it’s code generator gets
many opportunities to re-order opcodes to prevent
delay.

3 Related work

Kirsch et al. proposes to reduce the number of
hash functions while maintaining same FPP [8].
The proposed method improves the lookup and
insertion performance of Bloom Filter by reduc-
ing the number of hash functions in the con-
ventional Bloom Filter. Counting Bloom Filter
(CBF) introduces counters for insertion and dele-
tion operations [7]. Counters are decremented in
deletion operations and incremented in insertion
operations. It is the first variant of Bloom Fil-
ter to efficiently handle deletion operation with
almost false negative free. Conventional Bloom
Filter avoids deletion operation due to the false
negative issue. Interestingly, CBF removes this
issue using counters. However, CBF has also false
negatives if counters underflow. However, this case
is rare. Another kind of membership filtering is
Cuckoo Filter (CF) [9]. CF uses cuckoo hashing
[26] and it is faster than Bloom Filter.

3.1 Learned Bloom Filter

Learned Bloom Filter (LBF) is proposed by M.
Mitzenmacher [27] which was derived from Kraska
et al. [28]. LBF becomes popular from the work of
M. Mitzenmacher [27] which is generalized form.
Also, M. Mitzenmacher [27] propose sandwich
structured LBF using a combination of machine
learning with Bloom Filter. This structure saves
time and space of a system.

3.2 Malicious URL

Feng et al. [29] use Bloom Filter to filter malicious
URL. In their work, they have used multi-layer
counting Bloom Filter (MCBF) for caching the

malignant and benign URLs. However, deletion
operation is merely used malicious URL detection.
Deletion operation causes false negatives. There-
fore, conventional Bloom Filter avoids deletion
operation to get rid of the false negative issue.
Counting Bloom Filter (CBF) is a nearly false neg-
ative free. But, it may also occur when the counter
underflows. Moreover, CBF uses higher memory
footprint than conventional Bloom Filter. Dai and
Shrivastava [30] propose malicious a URL detec-
tion mechanism with M. Mitzenmacher’s LBF,
called Ada-BF and disjoint Ada-BF. Ada-BF is
based on M. Mitzenmacher and grouping the keys
to be hashed into the Bloom Filter. Based on
the score, Ada-BF hashes the keys into different
group in the Bloom Filter. Disjoint Ada-BF, also
group keys based on score, however, the Bloom
Filters are also independent, i.e., disjoint Ada-
BF creates several Bloom Filters and insert the
keys into a particular Bloom Filter based on the
score. Both Ada-BF and disjoint Ada-BF may
have skewed load. For instance, a few groups are
overloaded and rest groups are under-loaded. This
may happen in real life scenarios. Gerbet et al.
[31] argues that non-cryptography hash functions
are more vulnerable to cryptography string hash
functions in Bloom Filter. We argue that this is
not true for Bloom Filter. If non-cryptography
hash functions are vulnerable, then cryptography
hash functions are. Bloom Filter reduces hashes
the keys using hash function and places the keys
by modulus operations. Good string hash func-
tion may not improve the performance and FPP
of Bloom Filter. Inversely, introducing more biases
in the string hash function can increase the perfor-
mance and reduce the FPP. On the contrary, if we
use SHA or MD5, then false positive may increase
and performance may also be affected adversely.

3.3 Evolutionary convolutional
Neural Network

Deep learning models are immensely used for
numerous classification problems in different
domains and proven to be superior over feature-
based machine learning techniques [32]. However,
the success of any deep learning model is depen-
dent on several factors like tuning of appropri-
ate different hyper-parameters, neural network
architecture, optimizer, etc. To learn neural net-
work weights, gradient-based optimizer such as
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stochastic gradient descent, min-batch gradient
descent, and the Adam optimizer are widely
used. However, the architecture of neural net-
work and hyper-parameters are have to be tuned
manually for better performance of the model.
evoCNN models are gaining attention in recent
years to overcome the manual tuning of hyper-
parameters and the network architecture, (refer to
detailed survey [33]). Currently, Several evoCNN
models have been developed, mainly based on
nature-inspired evolutionary optimization tech-
niques such as Genetic Algorithm (GA), Parti-
cle Swarm Optimization (PSO), and Ant Colony
Optimization (ACO). The work of Miller et al. [34]
in 1989 was probably the first such model, which
considered GA to design simple neural network.
They had considered simple binary representa-
tion of neural network elements like neural units,
connections, and biases etc. Angeline et al. [35]
developed GA based model to construct recur-
rent networks. The foundation for the modern
evoCNN model using GA has been laid down by
Stanley and Miikkulainen [36], which learns both
structure and weighting parameters of the neural
network. The neural evolution follows simple feed-
forward learning and mainly does three things:
crossover between topologies, tracking the evolu-
tionary units and update the topologies. Leung et
al. [37] proposed another model with an improved
GA to further optimize the network structure con-
sidering learning of the input–output relationship.
Gascón-Moreno et al. [38] proposed hyperheuristic
approach to adjust the number of nodes defined
in each layer of the network, the number of layers,
and the polynomial type. Recently, Sun et al. [39]
have developed evolving deep convolutional neu-
ral network (CNN) model using GA for evolving
the architectures and connection weight initial-
ization values to effectively address the image
classification tasks.

4 deepBF- The proposed
system

We present a novel malicious URL detection mech-
anism, called deepBF. deepBF uses 2-dimensional
Bloom Filter (2D Bloom Filter) to implement
self-adjusted Bloom Filter using machine learn-
ing techniques [27]. It deploys evolutionary deep
learning technique to identify the malicious URLs.

Our proposed system maintains two self-adjusted
Bloom Filter, called µBF and βBF for storing
malignant and benign URLs respectively. Initially,
URL ψ is queried to µBF and βBF to know
whether ψ is malignant or benign. If both filters
response negative, then the URL ψ is a new URL.
Therefore, ψ is input to evolutionary convolu-
tional neural networks (εCNN) for classification.
If εCNN mark it as benign, then the URL ψ is
inserted into βBF and allow it for further process-
ing. Otherwise, the URL ψ is inserted into µBF
and blocks the URL ψ from further processing.

The proposed system is described in three
phases; particularly, a) architecture of 2D Bloom
Filter and it enhancement process, b) making 2D
Bloom Filter as self-adjusted Bloom Filter, and c)
the final outcome as deepBF with malicious URL
detection.

Insert     into 2DBF
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. . .

0
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2
3

4
5
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7
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9

. . .

0
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2
3

4
5
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. . .

0
0

0
0

0
0

0
0

0
0

1
1

1

00000 0 000 1111

0
0

0
0

0
0

0
0

0
0

1
1

1

Fig. 2: Architecture self-adjusting Bloom Filter
of deepBF depicting with five hash functions. The
five hash functions are invoked for 10M items.

4.1 Insertion

An item is inserted into self-adjusting Bloom Fil-
ter of deepBF as depicted in Figure 2. Algorithm
1 implements the insertion process of self-adjusted
Bloom Filter in deepBF where a set of input items
is inserted into self-adjusting Bloom Filter.
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Algorithm 1 Self-adjusted Bloom Filter (2D
Bloom Filter) insertion algorithm in deepBF

1: procedure Insertion(2DBloomFilter, F ile)
2: while K ← Read input from File do
3: h1 = H(K, Seed1)
4: h2 = H(K, Seed2)
5: h3 = H(K, Seed3)
6: h4 = H(K, Seed4)
7: h5 = H(K, Seed5)
8: Insert2D Bloom Filter(K, h1)
9: Insert2D Bloom Filter(K, h2)

10: Insert2D Bloom Filter(K, h3)
11: Insert2D Bloom Filter(K, h4)
12: Insert2D Bloom Filter(K, h5)
13: end while
14: end procedure

deepBF uses self-adjusted Bloom Filter which
is implemented using 2D Bloom Filter. Moreover,
2D Bloom Filter uses three modulus operations to
place an item in a particular bit position. Let us
assume, BM,N be a 2-dimensional unsigned long
int array to implement Bloom Filter which is ini-
tialized by zero and assuming unsigned long int
occupies 64 bits. The M 6= N are the dimensions
of the Bloom Filter and both are prime num-
ber. Equation (4) gives m, the number of memory
required for n items. We maintain a prime num-
ber array and the index is calculated for finding
the value of M and N . Let, P = {p1, p2, p3, . . .}
be the array of prime numbers and i ←−

√
m.

The two dimensions are assigned by M ←− Pi−1

and N ←− Pi+1 where i is a index. It is observed
that the distance between two prime numbers is an
important factor. It reduces the false positive rate,
because the distance between Pi−3 and Pi+3 are
more than the distance between Pi−1 and Pi+1.
2D Bloom Filter also requires three parameters to
set a bit in BM,N , namely, i, j, and ρ where ρ is
the bit position of a particular cell, say, Bi,j . The i
and j represent particular row and column respec-
tively. The cell size of Bi,j depends on the memory
occupied by the filter for each cell, termed as β,
for example, 64 bits for unsigned long int. Now,
2D Bloom Filter sets a bit in Bi,j to insert item K
by invoking Equation (5).

Bi,j ← Bi,j OR (1� ρ) (5)

where OR is a bitwise operator and � is the bit-
wise left shift operator. Now, the Murmur hash
functions H(K) returns a value and assigned the
returned value to h by h← H(K). To place K, 2D
Bloom Filter calculates the parameters as follows:

row i ← h%M , column j ← h%N , and bit posi-
tion ρ ← h%β, where % is a modulus operator
and β is the bit size per cell of the Bloom Fil-
ter array. Thus, K is inserted using the Equation
(5). It is observed that β = 61 have less the false
positive probability than β = 63 or β = 64. More-
over, the number of hash functions plays critical
role in reducing the false positive probability. The
optimized value of number of hash functions, λ,
is calculated as λ = m

n ln2. In our proposed sys-
tems, 2D Bloom Filter calculates the number of
hash functions for achieving desired false positive
probability. Therefore, 2D Bloom Filter requires
λ = dλ2 e hash function calls.

4.2 Membership Query

Similar to insertion operation, all parameters
(i, j and ρ) are calculated for lookup operation.
Equation (6) is invoked to query whether the item
K is a member of 2D Bloom Filter or not.

Flag1 ← (Bi,j AND (1� ρ))� ρ (6)

where AND is a bitwise operator. If Flag1 = 0,
then K is not a member of 2D Bloom Filter.

Algorithm 2 2D Bloom Filter membership query
of deepBF

1: procedure Insertion(2DBloomFilter, F ile)
2: while K ← Read input from File do
3: h1 = H(K, Seed1)
4: h2 = H(K, Seed2)
5: h3 = H(K, Seed3)
6: h4 = H(K, Seed4)
7: h5 = H(K, Seed5)
8: if queryMember2D Bloom Filter(K, h1) = true

then
9: if queryMember2D Bloom Filter(K, h2) =
true then

10: if queryMember2D Bloom Filter(K, h3) =
true then

11: if queryMember3DBF(K, h4) = true
then

12: if
queryMember2D Bloom Filterr(K, h5) = true then

13: Found← Found+ 1
14: end if
15: end if
16: end if
17: end if
18: end if
19: end while
20: end procedure
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4.3 2D Bloom Filter as self-adjusted
Bloom Filter

Bloom Filter does not understand patterns. How-
ever, it can be trained to learn about the pat-
terns using Machine Learning techniques. Sim-
ilar to the concept of M. Mitzenmacher [27],
we deploy evolutionary convolutional neural net-
works to identify the patterns and train deepBF.
deepBF is deployed in malicious URL detec-
tion which is much faster than lookup in any
machine learning techniques. Because, it combines
both Bloom Filter and evolutionary convolutional
neural networks to improve overall performance
of identifying pattern. Self-adjusted Bloom Fil-
ter continuously learns about the patterns after
deploying it in real project using the evolutionary
convolutional neural networks.

Definition 5. Let P be a pattern, and B is the
Bloom Filter. If B can identify the pattern P, then
B is called learned Bloom Filter.

Definition 5 defines the learned Bloom Filter,
coined by M. Mitzenmacher [27]. Notably, Bloom
Filter does not understand the patterns. There-
fore, a machine learning algorithm is required to
assist the identification of patterns by the Bloom
Filter. Therefore, deepBF can provide fast identi-
fication of patterns using Bloom Filter and Deep
Learning method. In our proposed system, we con-
sider Malicious URL detection as case study to
validate the veracity. But deepBF can be deployed
diverse applications, for instance, DDoS. As we
know that Bloom Filter plays important role in
the malicious URL detection. The machine learn-
ing algorithms are time consuming as compared to
Bloom Filter. Moreover, the loads on a tiny device
can be reduced by Bloom Filter. Also, machine
learning algorithms require more memory than
Bloom Filter. Therefore, Bloom Filter acts as the
first layer of filtering process to reduce the load on
the machine learning process. We propose a self-
adjusted Bloom Filter which uses 2D Bloom Filter
in deepBF. There are two situation in of 2D Bloom
Filter in our proposed system; particularly, a)
trained the 2D Bloom Filter before deploying it, or
b) deploy 2D Bloom Filter without training it. In
the both cases, deepBF works. We know that the
learned Bloom Filter is trained before deploying

it in a real environment. However, 2D Bloom Fil-
ter does not require any training in deepBF but it
can also be trained before deploying it on real-life.
Moreover, 2D Bloom Filter can be self-adjusted
throughout the life-cycle which is demonstrated in
Figure 3. Therefore, our proposed 2D Bloom Filter
is termed as self-adjusted Bloom Filter. Note-
worthy that the εCNN requires training before
deploying it in real environment.

4.4 Malicious URL Detection

URL

Is     a

member of 

Is     a

member of 

Input            

to the          

Block

Allow

Yes

No

 

BenignMalignant

No

Yes

Input            

into               
Input            

into              

Fig. 3: Malicious URL detection using two self-
adjusted Bloom Filters, namely, µBF and βBF for
malignant and benign URLs respectively.

Let, ψ be the unknown URL, µBF and βBF
be the self-adjusted Bloom Filter for malignant
and benign URLs, respectively. Let εCNN be the
evolutionary convolutional deep learning. Figure 3
demonstrates the flow of an URL ψ. Firstly, ψ is
queried to µBF to know whether the ψ is malig-
nant or not. If ψ is a member of µBF, then the
URL ψ is blocked. Otherwise, ψ is queried to βBF.
If ψ is a member of βBF, then the URL ψ is benign
and it is allowed; otherwise, ψ is a new URL. This
new URL is input into εCNN for pattern recog-
nition. The outcome of εCNN is either malignant
or benign. If the ψ is malignant, then insert ψ into
µBF and block ψ. Otherwise, it is inserted into
βBF and the ψ is allowed. If blocked URL ψ is
queried for the next time, then it does not require
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to input into the εCNN because the self-adjusted
Bloom Filter blocks the URL for further process-
ing. It saves times of the checking whether the
input item is benign or malignant. Therefore, the
two self-adjusted Bloom Filters grow their inputs
over a time period which are much faster than the
machine learning algorithms. Over a time period,
only the new URLs are passed to εCNN which
are very less as compared to the beginning of the
life-cycle of the project.

5 Experimental Results

To evaluate our proposed system, we conduct
a series of rigorous test in the low cost desk-
top environment. The configuration of the system
is Intel(R) Core(TM) i7-7700 CPU @ 3.60GHz,
Ubuntu 18.04.4 LTS with 8GiB RAM. The exper-
imental environment is depicted in Table 1.

Table 1: Experimental Environment Setup

Name Description
CPU Intel(R) Core(TM) i7-7700

CPU @ 3.60GHz
L1 Cache 32K
L2 Cache 256K
RAM 8GB
HDD 500GB
GPU Intel® HD Graphics 630

(KBL GT2)
Operating Sys-
tem

Ubuntu 18.04.1 LTS 64-bits

We present the experimental results as follows-
a) selection of suitable hash function for 2D Bloom
Filter, b) comparing 2D Bloom Filter with other
state-of-the-art Bloom Filters, c) training and
testing evolutionary convolutional Neural Net-
work, and d) the final results of deepBF with
combining 2D Bloom Filter and evolutionary con-
volutional Neural Network as shown in Figure
3.

5.1 Test cases

In this experimentation, we have created three
different test cases to evaluate the Bloom Fil-
ter’s performance. We have created three datasets,
particularly, same set, mixed set and disjoint set
which are defined in Definitions 6, 7 and 8. The
size of three datasets is 10 million (10M). Initially,
10M unique keys are inserted into 2D Bloom Filter

which takes 8.999744 seconds. The same inserted
keys are queried into 2D Bloom Filter which is
termed as same set. The mixed set is also a unique
set of items, but 50% of query dataset items match
with inserted dataset which is termed as mixed
set. In disjoint set, query dataset does not match
with inserted dataset. The disjoint set is a set of
random keys. These test cases are used to vali-
date the veracity of the 2D Bloom Filter in every
aspect. The test cases are designed such that it can
work in any kind of dataset in real environment.
Most of the cases, the data are repetitive in nature;
for instance, URL data. Therefore, these three test
cases are enough to verify and validate the perfor-
mance of a Bloom Filter in every aspect. If Bloom
Filter passes these three test cases with low false
positive probability, then it can withstand any
kind of situation.

Interestingly, Figure 4 demonstrates the time
measurement of 2D Bloom Filter in the three use
cases. The insertion and query times are almost
same for same set, however, query operation takes
more times than insertion operation as shown in
Figure 5, but the insertion operation takes more
times as compared to the mixed set and disjoint
set. The total false positives count is reported in
Figure 7.

Let, S = {s1, s2, s3, . . . , sm} input set and
input into the 2D Bloom Filter.

Definition 6. Let, Q is a set queried where Q =
S, then the set Q is called same set.

Definition 7. Let, Q = {q1, q2} be a query set
where q1 ⊂ S and q2 ∩ S = φ, then, the set Q is
called mixed set.

Definition 8. Let, Q be a query set where Q∩S =
φ, then, the set Q is called disjoint set.

Definition 9. Let, Q be a query set of randomly
generated strings or keys, then, the set Q is called
random set.

The test cases (Definition 6, 7, 8 and 9) are
created to identify the strength and weakness of a
Bloom Filter. The Bloom Filter does not exhibit
same behavior in different test cases. Moreover,
these test cases help us to evaluate the perfor-
mance of the filters. We expose the strength and
weakness of the filters through these test cases.
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5.2 Settings of the filters

The required settings of the filter is m, n, λ and
ε. In our experiments, the desired false positive
probability is ε = 0.001 for all. From the ε and n,
the total required memory is calculated as shown
in Equation (4). Also, λ can be calculated from m
and n as shown in Equation (3).

5.3 Selection of Hash Function

To select the best hash function for deepBF,
we have conducted an extensive experiment to
observe the behavior of the hash functions. We
have considered eight hash functions to test
the performances and accuracy, namely, FNV1,
FNV1a, CRC32, Murmur2, SuperFastHash and
xxHash. 2D Bloom Filter implements these hash
functions to execute the insertion and query oper-
ations in 2D Bloom Filter. The best hash function
is selected based on the performance of 2D Bloom
Filter. The criteria for selecting the hash function
to deploy in deepBF is outlined below-
• Takes the least amount of time to process the
query and insertion operation.
• Gives high accuracy, i.e., low false positives.

Definition 10. Million operation per second
(MOPS) is standard in comparison of Bloom Fil-
ter performance. It is calculated as MOPS =

n
τ×1000000 where n is the number of items and τ is
the total time taken to process the n items.
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Fig. 4: Time taken in insertion process of 10M
keys into 2D Bloom Filter using various non-
cryptographic string hash functions. Lower is bet-
ter for Time and Higher is better for million
operations per second (MOPS, Definition 9).

The different test cases are created to evaluate
the non-cryptography string hash function in 2D
Bloom Filter platform. The test cases are defined
in Definitions 6, 7, 8 and 9. The non-cryptography
hash functions are Murmur, Murmur2, Super-
FastHash, xxHash, CRC32, FastHash, FNV1 and
FNV1a. We have introduced more biased in Mur-
mur2 to achieve higher speed and lower false
positive probability. The modified Murmur hash
function is termed as MMurmur for short. Figure 4
depicts the insertion performance of all eight hash
functions in 2D Bloom Filter platform. MMur-
mur with high biases is faster than rest hash
functions in insertion of 10Million (10M) unique
keys. MMurmur hash function is a modification
and replacement of the costly operators with low-
cost operators, for instance, the bitwise operators
are faster than other operators. Also, number of
operations are reduced. Thus, the MMurmur hash
function is able to achieve higher performance
than other hash functions.
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Fig. 5: Time taken in lookup of 10M keys of dif-
ferent use cases in 2D Bloom Filter using various
non-cryptographic string hash functions. Lower is
better.

Insertion operation of Bloom Filter is not as
important as lookup operation. Lookup opera-
tion is crucial in Bloom Filter because inser-
tion operations are rare, but lookup operations
are more frequent. Therefore, it is important to
improve the performance of lookup operations.
Figure 5 demonstrates the performance of non-
cryptography string hash function in 2D Bloom
Filter platform. MMurmur hash function is at
least 1.98×, 2.32×, 2.95× and 2.89× faster than
the other hash functions in the same set, mixed
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set, disjoint set and the random set respectively.
Alternatively, MMurmur hash function improves
at least 49.38% compared to other hash functions.
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Fig. 6: Million Operations Per Second (MOPS)
in lookup of 10M keys of different use cases in
2D Bloom Filter using various non-cryptography
string hash functions. Higher is better.

Figure 6 illustrates performance in MOPS.
MMurmur hash function outperforms all hash
functions in 2D Bloom Filter platform. MMur-
mur hash function performs 5.48 MOPS, 7.43
MOPS, 10.18 MOPS, 10.06 MOPS in low-cost
hardware for same set, mixed set, disjoint set
and random set respectively. However, other hash
functions perform lower MOPS than MMurmur
hash function.
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Fig. 7: False positive probability of lookup of 10M
keys of different use cases in 2D Bloom Filter using
various non-cryptography string hash functions.
Lower is better.

Finally, the utmost crucial factor of Bloom
Filter is false positive probability and it directly
proportionate to the accuracy. Hence, Bloom Fil-
ter requires higher accuracy within desired false
positive probability. The false positive probability
depends on memory and the number of hash func-
tions. Bloom Filter should not take more memory
and hash functions. The number of hash function
calls, reduce lookup and insertion performances.
Moreover, Bloom Filter is used due to its lower
memory footprint. Therefore, 2D Bloom Filter is
measured in 0.001 desired false positive probabil-
ity which directly translates to 10 hash functions
calls and 17.14MB primary memory consumption
for 10M keys. However, 2D Bloom Filter allocates
17.36 MB. Therefore, the MMurmur hash func-
tion is measured in the above mentioned settings.
Notably, the false positive probability is lower
than the desired false positive probability with the
same settings. For all hash functions, there are no
false positives for the same set. However, there are
false positive probability in mixed set, disjoint set
and random set. All hash functions exhibit simi-
lar false positive probability except the MMurmur
hash function. MMurmur hash function exhibits
extremely low false positive probability as com-
pared to other hash functions which is depicted in
Figure 7.

5.4 Comparison with other filters

With the same settings, 2D Bloom Filter is com-
pared with other Filters, i.e., the desired false pos-
itive probability is 0.001, the number of hash func-
tions is 10, the memory requirement is 17.14 MB
or equivalent and the total 10 M unique keys
are inserted. This article compares and demon-
strates that 2D Bloom Filter with other filters
that uses MMurmur hash function. 2D Bloom Fil-
ter uses five hash functions which is half of the
conventional Bloom Filter.

Bloom Filter Memory in MB
2D Bloom Filter 17.37
CF 24
Kirsch et al. 17.14
CBF 68.56

Table 2: Memory used for 10M keys to achieve
desired false positive probability of 0.001 by 2D
Bloom Filter, CF, Kirsch et al., and CBF.
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Table 2 provides the total memory require-
ments of the filters. 2D Bloom Filter is compared
with Cuckoo Filter (CF) [9, 40], Kirsch et al.
[8], and counting Bloom Filter (CBF) [7, 13].
2D Bloom Filter, CF, Kirsch, and CBF take
17.37 MB, 24 MB, 17.14 MB and 68.56 MB of
memory respectively. The CBF takes higher mem-
ory than other Bloom Filters, i.e., CBF has higher
false positive probability than any other Filters to
achieve a desired false positive probability. If CBF
or CF uses 17.14 MB memory, then both have
a higher false positive probability. Alternatively,
Kirsch et al. and 2D Bloom Filter has higher
accuracy.
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Fig. 8: Insertion time of 10M keys of different
use cases of 2D Bloom Filter, Cuckoo Filter (CF),
Kirsch et al. and CBF. Lower is better for Time
and Higher is better for MOPS.

Cuckoo filter is quite fast filter and it is faster
than our proposed Bloom Filter, 2D Bloom Fil-
ter with MMurmur, and other Bloom filters in
insertion. Figure 8 demonstrates the time taken in
insertions and its MOPS. CF takes less time than
other Bloom Filters. Also, it’s MOPS is better
than other Bloom Filters.

In the lookup of 10M keys, the performance of
2D Bloom Filter and CF are similar. Noteworthy
that CF outperforms other Bloom Filters in same
set and mixed sets. However, 2D Bloom Filter out-
performs CF and other Bloom Filters in disjoint
set and random set. Therefore, CF is useful in a
confined environment where most of the queries
are true positives and its performance is quite sat-
isfactory, but 2D Bloom Filter is useful in random
environment where most of the queries are true
negatives.

MOPS of CF is higher than other Bloom Fil-
ters in same set and mixed sets. However, 2D
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Fig. 9: Time taken in lookup of 10M keys with dif-
ferent use cases of 2D Bloom Filter, Cuckoo Filter
(CF), Kirsch et al. and CBF. Lower is better.
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Bloom Filter outperforms CF and other Bloom
Filters in disjoint set and random set. Undoubt-
edly, CF is the fastest filter, but it suffers due to
kicking operation in negative queries.
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Fig. 11: FPP in lookup of 10M keys with different
use cases in 2D Bloom Filter, CF, Kirsch et al.,
and CBF. Lower is better.
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Table 3: Accuracy of 2D Bloom Filter, CF, Kirsch
et al., and CBF in lookup of 10M keys with
different use cases. (in percentage %)

Use
cases

2D
Bloom
Filter

CF Kirsch CBF

Mixed
set

99.966 99.94408 99.8972 99.8973

Disjoint
set

99.9963 42.51 99.8988 99.9004

Random
set

99.9964 0.4649 99.9011 99.9002

False positive rate is the most important cri-
teria to opting a filter. All filter shows zero false
positives in the same set. However, there are dif-
ferent false positive rate in mixed set. 2D Bloom
Filter out performs all other filters in false posi-
tive rate. The false positive rate of CF in disjoint
set and random set is nearly ’1’. This happens due
to kicking process in negative queries. Neverthe-
less, CF outperforms Kirsch and CBF in mixed
set, but both Bloom Filter outperforms CF in dis-
joint set and random set as depicted in Figure 11.
From the above benchmark, we found that CF is
not suitable for some situation even though it is
a fast filter. Kirch et al. uses two Murmur2 hash
function calls and the rest are manipulated bet-
ter technique to reduce execution time, but still, it
uses 10 hash functions for 10M items with desired
false positive probability of 0.001. CBF performs
moderate in all cases. However, CBF outperforms
Kirsch et al. in false positive rate. Therefore, the
accuracy of 2D Bloom Filter, CF, Kirsch et al.,
and CBF are demonstrated in Table 3. CF exhibits
lowest accuracy in disjoint set and random set.

5.5 Evolutionary Deep Learning

As discussed above, the proposed malicious URL
detection method consists two major components:
self-adjusted Bloom Filter and evolutionary deep
neural network. The self-adjusted Bloom Filter
is used to block the queried URL, say ψ based
on its membership µBF or βBF. Whereas, the
evolutionary deep neural network is used to clas-
sify the newly URL ψ whose membership is
not defined in learn Bloom Filter. Though, deep
learning models perform well in most of the clas-
sification problems, the performance depends on
designing of architecture of neural network and
tuning of hyper-parameters. On the other hand,

evolutionary deep learning tackles both architec-
ture and hyper-parameters of neural network. We
have considered recently developed, evolutionary
convolutional neural network (evoCNN) [39] for
classifying queried new URL ψ. Before deployment
of evoCNN, the model has to be trained on URL
data.

5.5.1 Prepossessing

The evoCNN implemented on tensorflow plat-
form [41] accepts specific shape of input dataset.
Therefore, the dataset has to be processed and
reshaped to fit the required input format of
evoCNN.

• NaN value removal: Presence of NaN value in
the dataset affects training of model and the
model may not learn properly. Therefore, all
NaN values present in the dataset is replaced
with zeros.

• Zero padding: Generally, the shape of input con-
sidered for the model as a square matrix. The
dataset may not contain required numbers of
features to rearrange those as square matrix.
Therefore, additional zeros are added to com-
plete the required shape of square matrix as
shown below:
[3, 5, 0, 1, 6, 2, 4] =⇒ [3, 5, 0, 1, 6, 2, 4, 0, 0]
←−appended two zeros

• Input reshaping: The evoCNN model takes 2D
image like data to work on convolution lay-
ers. The zero padded individual instances in
URL dataset is still 1D data, which requires to
reshape into 2D image like data. Each instance
in the URL data contains 79 features, so two
zeros are appended to reshape it to 9×9 matrix.
In addition to this, though there has no RGB
features as we have in case of colored images,
still additional one dimension have to added.
We considered only one channel, another dimen-
sion has to be added to this. Thus, finally each
instance in URL data has been reshaped as 4D
data. An example of 3×3 to 4D is shown below:

3 5 0
1 6 2
4 0 0

 =⇒

. . .
. . .

3 5 0
1 6 2
4 0 0

 . . .
 . . .
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5.5.2 Experimental setup

We have considered URL dataset [14, 15],
which contains five different categories of URLs:
spam, defacement, malware, phishing and benign.
Among these first five are broadly classified as
malignant. The dataset contains, separate sets
of URL features for each of the four malignant
categories labeled as benign or specific malig-
nant categories. In addition, one set contains all
labeled categories. All these five sets are labeled
into classes malignant and benign, irrespective of
their malignant category. Experimentation is done
these five datasets. For training and testing of
evoCNN on these five datasets different parame-
ter values are considered as follows. Parameters
related to GA are set as: number of generations
50, population size 50, and others kept default val-
ues. Parameters related to evoCNN model are set
as: batch size 100, number of epochs 10, cross-
entropy loss function and Adam optimizer. The
maximum lengths of the convolution layers, the
pooling layers, and the fully connected layers are
set as same for all, i.e., 5. For each of five datasets,
60% training, 25% validation and 15% testing are
considered. The size of training, validation and
testing for each of the datasets along with total no
of samples are shown in the Table 4.

Datasets #Instances#Training#Validation#Testing
Spam 14479 8687 4923 869
Defacement 15711 9426 5342 943
Malware 14493 8695 4928 870
Phishing 15367 9220 5224 923
All 36707 22024 12480 2203

Table 4: Details about datasets and sizes of
training, validation and testing instances.

5.5.3 URL Classification Results

The results obtained with evoCNN for URL classi-
fication are presented in Figure 12 and Figure 13.
The URL classification with evoCNN shows train-
ing accuracy ranging 98% to 100% and training
loss ranging 15% to 19%. Results on datasets
with individual malignant categories as well as
all combined shows high training accuracy and
marginal loss. Interestingly, testing results also
show high accuracy ranging 95% to 98% and
a similar amount of loss as training. Thus, the

deployment of evoCNN in the proposed architec-
ture enables highly accurate classification of new
URLs to the LBF.
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Fig. 12: Training accuracy and loss of evoCNN
on URL classification
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Fig. 13: Testing accuracy and loss of evoCNN on
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5.6 deepBF in action

LBF is tested using the output of the evoCNN
with the dataset [14]. We have classified malignant
and benign of all data. Therefore, there are total
129988 malignant and 35378 benign URLs as com-
bined. We present this experimentation in two fold
Firstly, µBF and βBF are empty. Secondly, µBF
is filled with malignant URLs and tested using
benign URLs.

Table 5 demonstrates performance of 2D
Bloom Filter, CF, Kirsch et al., and CBF using
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Table 5: Accuracy and performance testing
through deduplication of malicious URLs.

Filters FPP Dedup
time

Accuracy Memory
in KB

2D
Bloom
Filter

0.002523 0.073035 99.7477 252.098

CF 0.0000385 0.202823 99.996 488.328
Kirsch 0.071814 0.096732 92.8186 228.1396
CBF 0.077876 0.087116 92.2124 912

deduplication of malignant URLs. In terms of
accuracy, CF exhibits highest accuracy, however,
it takes high memory. 2D Bloom Filter is the
fastest filter in the deduplication process and CF
is the slowest. Kirsch et al. takes lowest memory
while CBF consumes the highest memory.

Table 6: Comparison of various Bloom Filter
with 2D Bloom Filter for malicious URL detection
by inserting malignant URLs and testing using
benign URLs.

Filter FPP Insertion
time

Lookup
time

Memory
in KB

Accuracy

2D
Bloom
Filter

0.000283 0.051451 0.013258 252.098 99.97

CF 1 0.091545 0.02458 488.328 0
Kirsch 0.000763 0.069181 0.019478 228.139 99.92
CBF 0.000537 0.044664 0.015823 912 99.95

Table 6 demonstrates the comparison of 2D
Bloom Filter with CF, Kirsch et al., and CBF for
false positive probability of 0.001. In this exper-
iment, malignant URLs are input to µBF and
tested with benign URLs for accuracy. 2D Bloom
Filter exhibits the lowest false positive rate and
lookup time. Also, 2D Bloom Filter has highest
accuracy with optimal memory sized. CBF con-
sumed the highest memory which is 912 KB but
exhibits the fastest insertion time. Similarly, CF
also takes higher memory than 2D Bloom Filter
and Kirsch et al. CF exhibits 100% false positive
rate and thus its accuracy is zero. Also, it exhibits
the highest insertion and lookup time. Kirsch et
al. occupies the lowest memory.

6 Analysis

deepBF uses 2D Bloom Filter and a cell can
accommodate many input items, since, an input

item occupies a single bit. For example, unsigned
long int occupies 8 bytes. Therefore, the cell can
retain information of at most 64 different input
items. However, it depends on the prime number
β. The β = 64 is not a prime number, thus, the col-
lision probability in a cell is high. However, β = 61
can lower the collision probability in a cell.

Theorem 1. Let, S = {s1, s2, s3, . . . , sm} be the
input set. Let, BF is the 2D Bloom Filter and S
is inserted into BF. 2D Bloom Filter exhibits low
performance in lookup for same set.

Proof Same set is defined in Definition 6. The query
set S = Q. In this case, lookup process has to invoke
Equation (6) for hash value h1, h2, h3, h4 and h5

as shown in Algorithm 2. Invoking Equation (6) for
all hash value are true, and hence, there are no early
termination of any IF condition in Algorithm 2. Thus,
it takes similar time as insertion. �

Theorem 2. 2D Bloom Filter exhibits high per-
formance in disjoint set.

Proof The disjoint set is defined in Definition 8. The
necessary condition for disjoint set is S ∩ Q = φ. 2D
Bloom Filter shows excellent performance in this case.
Any negative query can be detected by as early as pos-
sible by IF condition in Algorithm 2. Therefore, 2D
Bloom Filter terminates as early as possible if detected
as negative query. Therefore, it shows excellent per-
formance which is also shown in experimental results.

�

Corollary 1. 2D Bloom Filter exhibits medium
performance for mixed set.

Definition 7 defines a mixed set asQ = {q1, q2}
where q1 ⊂ S and q2∩S = φ or q1∩S = φ and q2 ⊂
S. In this case, 2D Bloom Filter exhibits medium
performance which is shown in the experimental
results.

Theorem 3. Let, ζK be a cryptography string
hash function of input item K, ςK be the hash
value of ζK, ΥK be the non-cryptography string
hash function of input item K and υK be the hash
value of ΥK. The performance of Bloom Filter B
using υK is higher than ςK.
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Proof If ζK is MD5, SHA1 or SHA256, then ςK is 128
bits, 160 bits or 256 bits long. The υK can be either
32 bits or 64 bits long. In our experiment, we have
used 32 bits hash functions. Therefore, ςK > υK. The
hash functions are used to distribute the keys fairly
among available slots of Bloom Filter. Undoubtedly,
the SHA256 or SHA512 produces strong hash values
which can be used to hash the keys among the avail-
able slots. However, there is a modulus operator in
hashing techniques to map a key in the slot of Bloom
Filter. For instance, Bloom Filter size is m. There-
fore, hζ = ςK%m should be better than hΥ = υK%m.

However, the ground truth differs. Firstly, ζK is much
slower than ΥK. Secondly, hζ and hΥ are also depen-

dent on the value of m. The m << ςK or m < υK.
Therefore, the hash value is scaled underm using mod-
ulus operator. The modulus operation destroys the
distribution property of the hash functions. Moreover,
hζ and hΥ do not fairly distribute the keys among
available Bloom Filter slots if m is even number. Like-
wise, a MMurmur hash function has higher accuracy
than Murmur hash function while the Murmur hash
function is the finest non-cryptography hash function.
Therefore, the performance of Bloom Filter using ζK

lower than ΥK. �

7 Discussion and Conclusion

From the above experimental results, we can eas-
ily conclude that there is no requirement of the
cryptography string hash function. To illustrate,
the MMurmur hash function is outrun all filters
where MMurmur has higher biased and redun-
dant. Whereas, cryptography hash string hash
functions have well distribution of keys. Gerbet
et al. claims that the cryptography string hash
function can resist preimage and other issues.
Apparently, cryptography string hash functions
are not required in Bloom Filter which has been
proved experimentally in the experimental results
and Theorem 3.

Observation from the experiment, CBF has
higher memory footprint issue. With the same
memory footprint, conventional Bloom Filter is
able to gain higher accuracy than CBF. However,
CBF has a false negative free Bloom Filter pro-
vided that there is no the counter underflow. CBF
is easy to handle the deletion operations of Bloom
Filter. However, it occupies more memory than
any other filters, that is, it has a higher false posi-
tive probability. There is a few observations in CF.
First, CF is not applicable is disjoint set which is

defined in Definition 8, i.e., if the input set and
query set are disjoint, then the performance of CF
degrades. Also, false positive increases. Moreover,
CF consumes higher memory footprint than other
variant of Bloom Filters. If CF is run again and
again with the same settings, then it can crash at
a point of time due to poor design of hashing. CF
uses murmur2 hash function which is the finest.
But the utilization of murmur2 hash function with
the seed value becomes vulnerable to crash. Most
importantly, the FPP is not predictable in CF.
The FPP changes if CF is run again and again
with the same settings. Furthermore, CF mem-
ory footprint is higher if individual key sizes are
large. The memory requirements depend on the
individual key size.

deepBF depends on prime numbers, for
instance, the dimensions m 6= n of the Bloom Fil-
ter array are prime numbers. However, deepBF is
able to perform with fewer hash functions due to
two modulus operations in 2D Bloom Filter, which
are performed by m and n. The key drawback
of deepBF is the false positive in Bloom Filters.
Particularly, if µBF returns true which is a false
positive. Then, the valid URL is blocked. However,
the false positive probability is very less as shown
in our experimental results. The deepBF com-
prises of two-dimensional Bloom Filter (2D Bloom
Filter) and evolutionary convolutional neural net-
work (evoCNN). deepBF uses two 2D Bloom
Filter for malignant and benign URLs to filter
and these two filters are first layer of the scanner.
Naturally, Bloom Filters are very fast and if it is
placed in the first layer of the scanner, then load
on the machine is reduced. Firs, URLs are queried
to the filters. If the URLs are in the 2D Bloom Fil-
ters, it saves huge times. However, if a new URL
is input, then both 2D Bloom Filters returns false.
Therefore, evoCNN classifies the URL as malig-
nant or benign. Again, these URLs are inserted
into the 2D Bloom Filters. Thus, 2D Bloom Fil-
ter implements learning patterns. Also, deepBF
depends on evoCNN. Finally, we conclude that
this work can be deployed in real world project
to filter out all malignant URLs effectively and
efficiently in diverse devices.
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