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Abstract—Large Language Models (LLMs) have been garner-
ing significant attention of AI researchers, especially following
the widespread popularity of ChatGPT. However, due to LLMs’
intricate architecture and vast parameters, several concerns
and challenges regarding their quality assurance require to
be addressed. In this paper, a fine-tuned GPT-based sentiment
analysis model is first constructed and studied as the reference
in Al quality analysis. Then, the quality analysis related to data
adequacy is implemented, including employing the content-based
approach to generate reasonable adversarial review comments as
the wrongly-annotated data, and developing surprise adequacy
(SA)-based techniques to detect these abnormal data. Experi-
ments based on Amazon.com review data and a fine-tuned GPT
model were implemented. Results were thoroughly discussed
from the perspective of AI quality assurance to present the
quality analysis of an LLM model on generated adversarial
textual data and the effectiveness of using SA on anomaly
detection in data quality assurance.

Index Terms—Large Language Models (LLMs), sentiment
analysis, quality assurance, adversarial examples, surprise ad-
equacy.

I. INTRODUCTION

ChatGPT, developed and released by OpenAl [1], has
emerged as the hottest “super-star” in the field of artificial
intelligence (Al) currently. It is primarily based on LLMs and a
variant of the Generative Pre-trained Transformers (GPT) [2].
Due to its friendly interface and tremendous in-context learn-
ing capability, ChatGPT has achieved great success in various
natural language process (NLP) tasks, like question answering,
chatting, grammar checking, and so on. For example, ChatGPT
was utilized as a translator in [3]]. In [4], it was also used
to check the grammar errors in writing with a comparative
performance with commercial products. Moreover, another
success of ChatGPT usage is in the education field [5[- [6]],
like exam testing or plagiarism.

However, as a kind of LLM-based product, its vast pa-
rameters and complex architecture bring several challenges
regarding Al quality management (AIQM) in the usage of
ChatGPT, such as concerns related to security, privacy pro-
tection, attacks, and the risks of misuse. For instance, using
ChatGPT for plagiarism is a severe issue of scientific integrity.
Therefore, adhering to the standard guideline of Al quality
assurance [7]], it becomes imperative to thoroughly investigate
the quality issues associated with ChatGPT and other LLMs

based on the GPT framework. Currently, the quality issues of
ChatGPT and LLMs have attracted many scholars’ attention
to research. For example, the coverage of ChatGPT was tested
on high-resource and low-resource languages, respectively [3]].
The ability of ChatGPT on code and mathematics was also
investigated [8]]. Moreover, by taking ChatGPT as an Al
product, its qualities of reliability and robustness were studied
in [9]- [10].

In this paper, a specific NLP topic focusing on sentiment
analysis is selected as a reference for the AIQM study on
LLMs. Sentiment analysis is the simplest NLP task, which
aims to classify a piece of text into different sentiment
categories, such as positive, negative, and neutral. Companies
will use these comments to evaluate customers’ satisfaction
with products/services, guide manufacturing and production,
and predict market movements. However, as reported in [[11]-
[13], it is super easy for customers to generate fake comments
in the real world when reviewing products on e-commercial
platforms, especially with the help of ChatGPT. If these fake
comments are consistent with the rating customers gave, it
is not a big issue. If the comments are randomly generated
with mismatched rating levels, it will bring a high risk of
economic loss to product manufacturers. A lot of such cases
were reported in [14]. For example, in the context of an app
store, if the rating level of a particular app does not align
with the review comment, it can have a detrimental impact on
its future downloads. This discrepancy can lead to a loss in
profits, particularly for upcoming apps with fewer comments.
Furthermore, the prevalence of dishonest reviews and unfair
ratings has emerged as a significant problem in practical
commercial sales [15]]. Therefore, it is seen that detecting fake
comments with unjustifiable labels has become an intriguing
area of research in AIQM, especially data quality assurance.

In AIQM, data quality analysis suggests that one straight-
forward approach to detect these wrongly-annotated review
data is through examining data distribution [16]. However,
textual data, being non-numeric and having complex proper-
ties, present challenges in distribution analysis. This is also
the reason why NLP studies usually use some techniques
to transform text into numeric data first, like TF-IDF, bag-
of-words, word2vec, or other tokenization processes [17]-
[19]. Moreover, the transformed numerical vectors may have



sparsity and high dimensionality, so it is not directly feasible
for data distribution analysis. With the above considerations,
the other type of method to detect these wrongly-annotated
data is through misclassification, which assumes the given
sentiment analysis system is confident to make correct de-
cisions. For example, a deep learning model based on a
recurrent neural network (RNN) with a gate recurrent unit was
constructed for sentiment analysis, and instances of incorrect
decisions are attributed to the wrongly-annotated data [20].
In [21], three systems using different ML/DL algorithms were
developed to detect the wrongly-annotated data in Android app
reviews. Moreover, review data were categorized into unfair
sentiment comments based on the model’s misclassification in
[22]. However, the related question is how to guarantee the
trained Al model is truly confident in sentiment analysis. If
wrongly-annotated data exists in the training dataset without
notification, the practical training process and decision patterns
of Al will also be influenced by those mismatched data. Then,
it is hard to guarantee the confidence and quality assurance of
the trained Al model.

Based on the statement and discussion above, this paper
proposes to investigate the wrongly-annotated data and their
influence on a given LLM model for AIQM. First, we orient
to the sentiment analysis task and build an LLM model.
Aiming at the reference study, a basic GPT model released by
OpenAl is fine-tuned on the Amazon.com review data which
is publicly available and widely used as the reference in senti-
ment analysis. Then, we implement some possible Al quality
assurance studies based on the constructed LLM model, e.g.,
correctness, robustness and data adequacy analysis. One study
is to acquire the wrongly-annotated review comments. This
paper proposes to apply the content-based method to generate
adversarial textual data, which is required to have similar data
qualities with the original ones but leads to incorrect decisions.
The other study is to develop methods for detecting these
abnormal data. This paper develops a new metric based on
surprise adequacy (SA) [23]], and evaluates its performance
on abnormal data detection and data quality assurance.

The rest of this paper is organized as follows. Section
presents the general definition of adversarial samples in deep
neural networks (DNN). Section [[II| introduces the methods
for generating adversarial textual data, especially the wrongly-
annotated review comments in this paper. Section [[V] proposed
advanced techniques to detect those adversarial data for quality
analysis on data adequacy. Experiments and numerical com-
parisons on GPT-based sentiment analysis are implemented in
Section [V] Finally, the results and conclusions are summarized
in the Section

II. DEFINITION OF DNN’S ADVERSARIAL DATA

According to the above description, it is easily seen that the
wrongly-annotated review comments share a similar concept
with adversarial data. In Al quality assurance [24]- [25],
adversarial data have been widely studied as special data
samples fooling a neural network. Typically, in the context of
recognition and classification, the fooling behaviors can result

in misclassification, so they tightly correlate to data adequacy
and data security in AIQM.

To formulate the adversarial examples in mathematics, we
can first assume a deep neural network (DNN) for classifi-
cation or recognition as F(-) : RY — [0,1]™. This model
aims to map a d-dimensional input z to the probability vector
F(z) with a dimensionality of m, where m is the number of
output labels. The input can be numeric data, image data, or
textual data based on the studied scenarios, and the output is
the probability distribution of all possible classification labels.
Let the output of the last layer of DNN be denoted as Z(-),
then the label probability of DNN is usually calculated by the
softmax activation function of Z, expressed below.

F(z) = softmax(Z(z)) (D

The predicted class label of z can be determined by the
maximum probability in F'(x), namely

C(z) = argmax F(z) (2)

Generally, to train this classification model, supervised
learning is implemented in the training process along with
a set of training samples consisting of (x,y) where y is the
target class label.

Then, based on the definition of adversarial samples, the
following equation can formulate the adversarial samples.

IT=x+06
{ st. O(2) % C(x) )

This equation illustrates that adversarial samples are actu-
ally produced by original samples with additional small per-
turbation §. This perturbation is usually thought imperceptible
to human beings. However, they can lead the trained DNN
F(-) to an incorrect label.

III. ADVERSARIAL TEXTUAL COMMENTS GENERATION

Based on the definition and formulation of adversarial
samples, three categories of adversarial samples generation
methods can be summarized by considering the information
of trained DNN model [26]], such as zero-knowledge, limited-
knowledge and perfect-knowledge methods. The first type
aims to generate adversarial samples on an unsecured model
F(-) and ignore whether an attack detector exists or not.
The second one is trained to generate adversarial samples
fooling the model F(-) but with limited knowledge. For
example, it is known that there exists a detector securing
the model F'(-) against a given attacker, but no details about
the detector. Unlike the second type, the final one has the
knowledge of both the detector’s existence and its architecture
and parameters. Therefore, it can use “perfect knowledge” to
generate adversarial samples to bypass the given detector.

Currently, in adversarial data generation study, the popular
way is to use the gradient to optimize the perturbation 4,
e.g., using Lg_o norm in objective functions. Some famous
methods, like FGSM/BIM/PGD and DeepFool [27]- [30],
have been widely applied in image-based recognition systems.
For textual data, a gradient-based method is also applicable



[31], though gradient-based methods are commonly imple-
mented based on numeric data. While NLP studies usually
involve tokenization and reverse-tokenization processes to
realize the transformation between text and numeric data, it
is not completely feasible to guarantee the same semantic
information of original data in gradient-based adversarial text
generation. That means the perturbation generated by gradient-
based methods may not be imperceptible to humans. With this
consideration, this paper proposes to adopt another type of
adversarial data generation method, namely the content-based
method [32]. This method leverages the input content and
adds restrained perturbations required to provide semantically
consistent with simulating real-world context. For example,
concerning image data collected from cameras, it is possible
to have some black spots in an image due to a dirty camera
lens. Therefore, attackers can easily add black spots to images
to generate adversarial samples instead of using gradient-based
methods. Some examples of this kind of attack were reported
in literature [33]]- [34].

Considering the target of this paper is to study the AIQM
in an LLM-based model, especially the data quality assurance
in sentiment analysis, the targeted objective is textual review
comments from the real world. Therefore, if using the content-
based method for adversarial data generation, it is possible to
have some typos in the text due to spelling errors or have
different contractions on expression, e.g., using “hasn’t” to
replace “has not”, as presented below.

Review Text Prediction
Original “Great storage, has not failed yet after about a year of usage.” Positive
Typos “Great storage, has no tfailed yet after about a year of usage.” Negative
Contraction | “Great storage, hasn’t failed yet after about a year of usage.” Negative

These cases reasonably exist in the real world with high
possibility, and they can surely preserve the semantic infor-
mation of original data. Therefore, we can use the content-
based method to generate some adversarial textual data fooling
a given Al system, e.g., the GPT-based sentiment analysis
model. To make use of the content-based method in adversarial
text generation, this paper proposed a framework as Fig. [1]
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Fig. 1. Framework of adversarial data generation in GPT-based model

According to the proposed framework, it is seen that there
are mainly two parts:

(1) Fine-tuning a GPT-based model for sentiment analysis

In this paper, we first need to obtain a sentiment analysis
model as the reference in AIQM. Therefore, to evaluate the
quality of LLMs, we choose to fine-tune a model based on the
GPT-3 released by OpenAl. Here, the specific scenarios can

be chosen as the sentiment analysis on Amazon.com review
comments, so the public Amazon review dataset is chosen as
the training dataset.

(2) Generating perturbed textual data

To add perturbations to text according to the content-based
method, we can use the useful NLP package "CHECKLIST”
[35]], which is easily used to add a different number of typos
and contraction operations to textual data. Then, we can feed
these perturbed data to the fine-tuned GPT model and compare
the classification results. If a mismatched classification label
is outputted, we can collect it as an adversarial candidate for
the quality study in the next steps.

IV. ADVERSARIAL REVIEW COMMENTS DETECTION

After generating adversarial review comments, we can de-
tect these data for data adequacy analysis. Considering that
ChatGPT API or GPT model provided by OpenAl seems like a
black box, this paper proposed using surprise adequacy as the
tool to develop adversarial data detection methods. Surprise
adequacy (SA) was initially proposed [23] to measure the
novelty between testing data and training data, and it was also
verified helpful in AI quality assurance [36] as well as in NLP
study [|16]]. The detailed processes are described as follows to
calculate the value of SA.

1) Neuron activation status

It is known that the easy way of comparing data differences
is through their numeric values. According to the definition
of adversarial samples, we see a significant difference in
adversarial data happening on their behavior with respect to a
given Al model. In SA calculation, the neuron activation status
is usually used to describe the behavior of data, as shown
in Fig. [Ja). Assuming an Al system consisting of a set of
neurons N = {ny,ng,- -}, then the output value or status of
a given neuron n € N with respect to a testing data x can
be directly regarded as the data’s behavior, denoted as ¢(x).
Then, for a sequence of neurons in an organized architecture,
like a layer or graph, the neuron activation status of the testing
data is meaningful in AI’s quality analysis. Assuming a subset
Ng C N, its neuron behaviour on x can be easily expressed
as

“4)

Then, based on the behaviors on a given subset Ng, the
difference between testing data and training data could be
calculated, namely the surprise studied in SA. Therefore, SA
can be expressed in the following form.

(I)Ns(z) - [@711 (x),gom(x), Ty Py (x)}Tank € NS

SA = sp(®ng (1), PNng (D)) 5)

where, sp(-) is the surprise function. z; and Dr represent the
testing and training data, respectively. For the consideration
of simplifying calculation, the subset Ng can be chosen as
neurons of a given layer. Then, it is easily understood that SA
is namely to compare the Al model’s reaction to testing data
and that of training data, so it is useful in software testing and
quality assurance study.



2) Distance-based SA (DSA)

According to the above definition, there are two types of
SA defined in [23]], such as likelihood-based SA (LSA) and
distance-based SA (DSA). While considering DSA is more
suitable in classification problems, e.g., sentiment classifica-
tion, so here DSA is introduced in this paper. The definition
of DSA is expressed in (6) and shown in Figure 2{b).

_ dist,
a diStb

DSA() (©6)

It is seen that DSA is defined as the ratio between two
distances, namely meaning that the function sp(-) is selected
as a distance function. In [23]], these two distances are defined
as the following equations

dista = |8(z) — B(,)]
{ G lae ~ 2] "

where, z; is a testing data point in the class y;. z, € Dr is
the nearest data point of z; in the same class y; of training
dataset, defined as

zo = argmin || ®(x;) — O(z;)|| ®)
C((El):yt

In , T is the nearest data point of x, in another classes
of Dr, expressed as

[ (2a) — (24| ©)

argmin
Czi)e{C—y:}

Ty =

where, {C' — c;} represents the set of all classes different with
c¢. According to the above definitions, it is seen that the DSA
value will be high when a large value of numerator and a
small value of denominator in (6). That implies the testing
data x; is distant to its labelled class ¢; and close to data of
other classes. In this case, it is reasonable to say it’s surprised
to normal data of its belonging class, so having high risk of
being anomaly. Based on this idea, DSA was verified useful
to describe anomaly data’s behaviours respect to a given DL
model, and to detect corner case data [37].

3) DSA modification

While from the original definition of DSA, we see that SA
is actually to compare the surprise of =, (the nearest training
data point of x; in the same class) with that of other classes.
Therefore, it can be simplified as the comparison between x,’s
novelty in its labeled class and its novelty in other classes. This
definition is helpful to describe the surprise of testing data
to the training dataset. However, there are some shortages in
the calculation of dist;, found. For example, if a data point
belongs to corner case data [37], its novelty with respect
to all classes seems more critical. Moreover, considering the
distances of (8)-(9) are processing pair-wise rare data points,
if the testing data x; is an extreme point and happens to have
a neighbor x, very close to it, ¢ ~ z,, then the calculation of
DSA will be a low value dist, — 0 which will mislead the
surprise measurement, especially on abnormal data detection.
Therefore, with the above consideration, this paper proposed
to improve the calculation of DSA, especially modifying the

measure of dist, and dist, to improve the generability of
DSA, as expressed below.

{ disty, = |® (z) — @ (x4)]|

disty — | (1) — @ ()] 10

where the calculation of z, and x; will be modified as below

1
] Y @i Xo={ai| Olai) =y & 21 € Nb(,)}
¢ reX,

1
== > @i, Xp = {x| C(xi) € {C —yi} & 2 € Nb(x)}

z,€Xp

(1D
where Nb(x;) is defined as a function of finding the neighbor-
hood of the testing data x; with a given condition; | X | means
the cardinality of the set X. Here, the modified definition of
T, is to find the center of z;’s neighborhood in the same
class y;. Meanwhile, x; is the center of x,’s neighborhood
in the other class, as shown in Fig. [c). With the help
of the above modification, some drawbacks of the original
DSA can be eliminated. Moreover, in terms of some special
cases, more variants of DSAs can also be developed based
on the description in Figure 2Jc), e.g., using global or local
neighborhood in the calculation of Nb(-). Then, using these
DSAs, we can realize the abnormal data detection in Al quality
assurance, like adversarial data detection for data adequacy
study.

V. EXPERIMENTS

To study the Al quality issues of LLM, this paper chooses
the simplest task of sentiment analysis as an example. In
accordance with the framework in Fig. 1, the Al model studied
in this paper is a GPT-3 model from OpenAl and fine-tuned
on the well-known Amazon.com review dataset. Then, we can
generate some adversarial review comments and evaluate the
performance of GPT-based LLM on data adequacy analysis.
Aiming at the mentioned task, this paper mainly addresses
three questions listed as below.

1) Correctness study of the fine-tuned GPT model

2) Adversarial textual data generation and robustness anal-
ysis

3) Adversarial data detection for data quality assurance

A. Correctness analysis

Currently, it seems that ChatGPT can help humans to
do any NLP jobs under its popularity. With the help of
the foundation model, OpenAl also provides developers with
commercial ChatGPT API for research. Therefore, it is easy to
use ChatGPT API directly to realize the sentiment analysis on
Amazon.com review data. However, as a general model, the
ChatGPT API has no defined boundary for specific sentiment
categories. To achieve accurate classification on a particular
task, OpenAl also provides the other option to developers,
namely using their existing GPT model for fine-tuning on a
given task. In this paper, both of these two options are consid-
ered in modeling the sentiment analysis task on Amazon.com
review data. Their performances are shown below.
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Fig. 3. Performance of the fine-tuned GPT model on sentiment analysis

Fig. 3] shows the performance of the fine-tuned GPT model
on both the training and testing process. It is seen that
the GPT model can obtain good performance on sentiment
analysis after fine-tuning the Amazon.com review dataset,
seeing the decreasing loss and increasing accuracy in Fig. [3[a)-
(b), respectively. Moreover, to quantitatively investigate the
performance of studied models, Table [I] presents the testing
accuracy of both using ChatGPT API and fine-tuned GPT
model in sentiment analysis.

TABLE 1
ACCURACY OF SENTIMENT ANALYSIS MODELS

ChatGPT API
84.54%

Fine-tuned GPT
94.91%

Accuracy

Through the comparative analysis, it is seen that the fine-
tuned model has great improvement in accuracy compared
with the method using ChatGPT API directly for sentiment
analysis. Therefore, it illustrates the necessity of fine-tuning
when making use of LLM to develop some specific NLP tasks
in real engineering. Moreover, it is reasonable for us to take the
fine-tuned GPT model as the reference in Al quality analysis
in sentiment analysis.

B. Adversarial data generation and robustness analysis

Considering that wrongly-annotated data is a realistic data
quality problem in AIQM, these data usually harm modeling
and detection. However, the knowledge of these data is yet to
be discovered by developers, and it usually requires enormous
manual efforts for annotation. For example, regarding the
Amazon.com review data, the raw data are obtained from

realistic customer reviews. Sometimes customers make these
wrongly-annotated data by mistakes, so it is unaware to
pick them up in data preparation. The other issue is about
labeling. This process is subjective since the sentiment labels
of review comments are usually determined by the rating levels
customers give, e.g., the rating stars. With the above con-
siderations, this paper proposes to generate some adversarial
review comments instead of the realistic wrongly-annotated
data for data quality analysis in Section [l Then, aiming at
the given reference Al model, namely the fine-tuned GPT-
based sentiment analysis model, this paper adopts the content-
based method to generate adversarial review comments. In this
paper, using the “CHECKLIST” package, different numbers of
typos are added to the original review comments to generate
adversarial samples. The results are shown below.

TABLE I
ATTACK SUCCESS RATE
1typo 2typos 3 typos 4 typos 5 typos
ASR  0.0702  0.0814  0.0804  0.0732  0.1068

Table [ shows the successful attack rate (ASR) under
different numbers of typos in perturbation. It is seen that
the GPT-based model is generally robust again the content-
based attack, like the typo perturbation, since the attacked
samples have a proportion of around 10% in Table [l To
further study these perturbed data’s properties, the text length
of successfully-attacked review comments is summarized in
the following figure. From the above figures, it is seen that
successful attacks usually happen on data with short text
length, implying long review comments are robust to typo
perturbation. Moreover, Fig. [f(f) shows the average text length
of successful attacks under different numbers of typos. It is
seen, as the number of typos increases in perturbation, the
average text length of attached review comments decreases. It
implies that more short review comments are attacked when
more typos are added. It further demonstrates the conclusion
that short review comments are less robust than long review
comments, which is reasonable with human beings’ knowledge
in the real world.

C. Adversarial data detection for data quality assurance

Moreover, considering the importance of data adequacy
quality analysis, this paper also proposed advanced anomaly
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detection methods oriented to the generated adversarial review
comments. Section [[V] presents the original and modified
distance-based surprise adequacy (DSA) metrics for anomaly
detection. In this paper, to evaluate the Al model’s quality
thoroughly, several variants of DSAs are adopted in the exper-
iment for comparative study. For example, the original DSA is
selected as the reference in adversarial textual data detection,
denoted as DSAQ. The modified DSA can be represented
as DSAI1, which is set up with the simplest parameters,
namely using the nearest point in the calculation z, and x} in
@). Moreover, considering class centers are common helpful
global descriptors [38]], we can also modify the calculation in
@) with the whole class of data as X, and X}, and denote
the DSA variant as DSA2. For comparison, a version of using
a local descriptor, like utilizing a neighborhood consisting of
10-nearest points as X, and X, in (II), is also applied in this
paper, denoted as DSA3. Then, by extracting the hidden layer’s
output as data’s behaviors, these four DSAs are calculated.
Their performance on adversarial review comments detection
is shown via ROC curves, as shown in Fig. |§I

To quantitative analyse their performance, numerical results
are computed via AUC-ROC values are shown in the following
table. In Fig. 5] and Table [T} four DSA variants are measured
based on adversarial data generated with different numbers
of typos. Moreover, a comprehensive study combining these
generated adversarial review comments together is also imple-
mented in this section. It is seen from these results that DSA3

TABLE III
NUMERICAL RESULTS OF ADVERSARIAL TEXT DETECTION
1typo 2typos 3typos 4typos 5 typos combined
DSAO0 09931 09939 09879  0.9857  0.9852 0.9683
DSA1 09927 0.9973 0.9945 0.9894  0.9893 0.9653
DSA2 09345 09311 0.9270  0.9256  0.9188 0.9277
DSA3  0.9994 09980  0.9964  0.9978  0.9966 0.9707

outperforms the other DSAs, and DSA?2 performs the worst via
comparison. These results illustrate that a local descriptor in
DSA measurement is better than a global one. Moreover, the
modified DSA can outperform the original one on adversarial
data detection via optimized parameters. Therefore, in the data
adequacy study on GPT-based sentiment analysis, we could
select optimized DSA for abnormal data detection and extract
the possible wrongly-annotated review comments for the GPT-
based model’s correctness and robustness analysis.

VI. CONCLUSIONS

In this paper, to investigate the Al quality assurance issue
of LLMs, this paper proposes to fine-tune a GPT model as
the reference. Orienting to classify the sentiment categories of
Amazon.com review comments, a GPT-3 model provided by
OpenAl is fine-tuned. Then, reasonable adversarial data based
on the content-based method are generated for data adequacy
analysis. These adversarial texts well preserved the semantic
information of the original text by using typo perturbations.
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Fig. 5. Performance of different DSA metrics on adversarial text detection

The reference GPT model is demonstrated to be robust in
these adversarial attacks. Moreover, using SA to describe the
data’s novelty and surprise on the model’s behaviors, some
variants of DSA were developed in this paper and used to
detect the generated adversarial review comments. Finally,
numerical results show that modified DSA with optimized
local descriptors can achieve good performance in detecting
adversarial data and possibly detect wrongly-annotated review
comments in sentiment analysis. Summarizing all of these
results, it is seen that the fine-tuned GPT model performs well
on sentiment analysis, and it is robust to natural adversarial
review comments generated by the content-based method.
Moreover, the proposed DSAs in this paper are feasible and
effective in detecting the adversarial data in the AIQM study of
GPT-based models and especially useful for the data quality
assurance quality. Furthermore, based on the results of this
paper, it is possible to study some extra Al qualities with the
detected adversarial textual data in the future.
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