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WDM Virtual Network Topologies (VNTs) over SDM networks
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Abstract We present the dynamic deployment of logical WDM VNTs by deploying virtual links between
ROADM/OXC nodes using spatial channels provided by SDM networks. We propose a cloud-native
WDM over SDM (WDMoSDM) SDN orchestrator that is responsible for the lifecycle management of the

SDN-enabled WDM VNTs.

Introduction

It is predicted that 1-Pb/s optical transport sys-
tems will be required by 2024, based on a con-
stant average traffic growth of 60% observed
over the past years!'.  Wavelength division
multiplexing (WDM) networks will become over-
loaded, since multi-level modulation formats com-
bined with polarization multiplexing and WDM are
closely approaching the Shannon limit. There-
fore, more spectrum will be required. A short-
term solution to increase the capacity is band divi-
sion multiplexing (BDM). It aims at extending the
exploited optical spectrum used by WDM to the
entire set of available low-loss bands in standard
single-mode fibers (SSMFs)®l. However, the only
way to guarantee a sustainable scaling of the op-
tical transport system in the long-term is combin-
ing WDM with space division multiplexing (SDM)
to exploit the spectral and the spatial dimensions.

SDM can be deployed by parallel SSMFs or
multi-core fibers (MCFs) having parallel propaga-
tion in the same fiber. A novel WDM over SDM
(WDMoSDM) network architecture recently pro-
posed is spatial channel network (SCN)BL. It is
composed of spatial cross connects (SXC) that
enable to provision spatial channels that occu-
pies the entire available spectrum of a conven-
tional SMF or one core in an MCF. SCN allows
to bypass the overloaded WDM networks by pro-
visioning spatial paths between WDM nodes, fol-
lowing a similar strategy as done for IP over WDM
(IPOWDM). Int*l, we presented the first SDN con-
trol architecture for WDMoSDM networks.

In this paper, we take advantage of the SCN to
extend the concept of virtual network topologies
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Fig. 1: WDMoSDM Orchestrator architecture and WDM VNT
scenario

(VNTs) to the WDM layer as shown in Fig. 1).
In a similar way as in IPoOWDM networks, VNTs
forming logical IP networks were created by con-
necting real IP routers through virtual links pro-
vided by lightpahts in the WDM layerl®!, here we
propose for the first time WDM VNTs. It con-
sists on providing logical WDM networks by de-
ploying virtual links between real WDM nodes
(ROADM/OXC) using spatial channels provided
by the SDM layer. We propose a cloud-native
WDMoSDM SDN orchestrator based on micro-
services that is responsible for the lifecycle man-
agement of the SDN-enabled WDM VNTs.

WDMoSDM Orchestrator

The cloud-native WDMoSDM SDN Orchestrator
proposed in this paper is based on the ABNO®l,
an SDN controller with a microservices architec-
ture. Given the modularity that microservices pro-
vide, it is easier to develop new functionalities, de-
ploy it on cloud computing servers and scale the
different modules depending on the load. To sup-
port the creation of WDM VNTs, a WDM VNTM
(VNT Manager) microservice has been included
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into the architecture, responsible for the provi-
sioning and removal of WDM VNTs.

The network operator is responsible for defining
the logical WDM VNT (i.e., involved WDM nodes
and required virtual links). Once defined, it re-
quests the provisioning of the WDM VNT to the
WDMoSDM orchestrator (1), as shown in Fig. 2a.
First, the WDMoSDM Orchestrator gets the TAPI
context of the WDM and SDM domains (2, 3). The
TAPI context includes the topology and the active
connectivity services (i.e., WDM and SDM con-
nections). Then, the VNTM computes the spa-
tial channel for each virtual link included in the
requested WDM VNT. We propose the following
VNT assignment (VNTA) algorithm:

1. Calculate a set of spatial routes, R (i.e. SDM
nodes and links) in the SDM network be-
tween the source WDM port, s and the des-
tination WDM port, d, of the virtual link using
a k-shortest path algorithm that minimize the
number of hops. Note that other constraints
such as link disjointness could be considered
to avoid multiple virtual links from the same
VNT use the same MCF.

2. Compute the set of available cores, C, that
meet the spatial core continuity along the
computed route, r (i.e. use the same core
in all links of the computed route). This con-
tinuity is imposed in order to simplify the pro-
cedure.

3. If one or more cores are found, for each core
¢, in C, calculate the overall occupancy rate:

Z Ik Z =l occupiedSpectrumy y,

supportableSpectrumg y,

Where L is the number of links along the
computed route, and N is the number of
neighbouring cores adjacent to ¢. The cho-
sen core is the one with the smaller occu-
pancy rate, aiming to avoid inter-core cross-
talk effect.

4. Step 2 is repeated for the next r in R if no
suitable core is found. If there are no more
r and a suitable one was not found, return
error.

After a suitable spatial channel is found for each
virtual link, the WDMoSDM Orchestrator requests
the provisioning of the SDM TAPI connectivity
services to the SDM SDN Controller (4), spec-
ifying the computed spatial channel. After that,
the WDMoSDM Orchestrator requests the WDM
VNT SDN controller to update its topology with
the newly created virtual links (5). This way, the
WDM nodes are connected by virtual links de-
ployed as spatial channels that are transparent to
the WDM domain. Finally, the WDMoSDM Or-
chestrator gets the WDM (6) and SDM (7) do-
main TAPI contexts to check all operations are
performed correctly before it replies (8).

Experimental demonstration

The experimental setup, shown in Fig. 3a, was
based on a WDMoSDM Orchestrator and SDN
controllers for WDM-1 VNT, WDM-2 VNT, and
SDM domains deployed at CTTC in Barcelona
(Spain), and the WDM and SDM hardware and
SDN agents deployed at KDDI Research in
Saitama (Japan). The controller and the agents
were connected using OpenVPN tunnels across



WDMoSDM e — 7
Orchestrator oy "
___________________ AN\ = =,
: CTTC . -
WDM-1 VNT SDM OLS WDM-2 VNT i
SDN controller SDN controller SDN controller o y
. 1 L_ (Barcelona, o ,
- ' 5 Spain) :
. O ot
SDN Txu SDN Agent |[ SDN Ag_em SDN Agent SDN Agent SDN Agent | [ SDN Agent [SDN Rx] “““ : n 8
Agent ROADM2 ROADM1 SDM1 SDM2 ROADM4 ROADM3 Agent | «opi fesearch —
TX side o i s'd?, (Saitama, - %
all Japan) i ¢
‘ 19-core fiber ] TP (1| ; -
TP[2] ROADM1 Opt ROA:DMS ! ™E ¢)
|‘ i i b3 (1p1 aivz ws(El (e
TP 3] i E|  ea0bs @2006b/5) @1006b/) @

PHE ROADM2

Fan-in  Fan-out

a)

[193.2GH WDM-1 VNT

ROADM4 |
—_—

2 1
@100/200 Gb/s] | TP [1] —

TP (2] ‘[—

Virtual link (Core#3)
ROADM1 ——

ROADM3
[193.2GHz

@100/200 Gb/s]
WDM-2 VNT

[193.2GHz @200Gb/s)| TP [3] } Virtual link (Core #4 or #6 )

ROADM2 ROADM4

[193.3GHz @200Gb/s) | TP [4] |

[TPE3)]

[P ]

b)

d)

Fig. 3: a) Experimental scenario b) deployed WDM VNTs c¢) GUI of WDM1 SDN Controller d) BER measurements

Internet. Each WDM VNT domain comprised two
ROADMs and two transponders (TPs), whereas
the SDM network domain included an 11-km
SDM transmission line (i.e. 19-core fiber!’l) with
fan-in/out devices, and two optical switches. The
transponders (ADVA FSP3000) employed at the
transmitter and the receiver side, were equipped
with a C-band tunable wavelength and they op-
erated at a frequency range from 193.2 THz to
193.3 THz following the 100 GHz ITU grid. The
transponders were also capable of two transmis-
sion rates, 100-Gb/s with DP-QPSK and 200-
GB/s with 16QAM controlled with NETCONF.

To validate the feasibility of the WDMoSDM
orchestrator, we deployed WDM-1 VNT com-
posed of ROADM1, ROADMS3, and TP1 and
TP2. Fig. 2b shows the whireshark capture of
the exchange of messages between the WD-
MoSDM orchestrator and the WDM and SDM
SDN controllers in order to provision the WDM-
1 VNT. In this case, it was required to provide an
spatial channel using the 19-core fibre between
ROADM1 and ROADMS. The spatial channel is
selected according the proposed VNTA algorithm,
and the configuration of the spatial channel lasts
5.8 seconds. The top of Fig. 3c shows the GUI
of the WDM-1 VNT SDN controller at the initial
stage, where the two ROADMs are seen but are
not connected to each other, and the bottom of
Fig. 3c shows the GUI once the virtual link is de-
ployed. Fig. 2c shows an histogram of the time
to provision WDM VNTSs, which was always able
to finish between 6.09 and 6.12s, where Fig. 2d

shows an histogram of the time to delete it, be-
tween 6.068 and 6.177s.

In order to evaluate the impact of the core se-
lection by the VNTA algorithm to reduce the inter-
core crosstalk between WDM VNTs, we deployed
a second WDM VNT between ROADM2 and
ROADM4 with TP3 and TP4, and measured the
BER. TP1 from WDM-1 VNT and TP3 from WDM-
2 VNT were both configured at 193.2 GHz, and
similarly, TP2 and TP4 at 193.3 GHz. TP1 and
TP2 were configured at 100 Gbps or 200 Gbps
and TP3 and TP4 were configured at 200 Gbps.
The virtual link of WDM-1 VNT was always con-
figured to use SDM core #3, and for WDM-2 VNT,
it was manually assigned to an adjacent core (#4)
and a non-adjacent core (#6). Fig. 3d shows the
pre-FEC BER measured for TP3 and TP4. It is
demonstrated that BER slightly deteriorates when
WDM-2 VNT uses an adjacent core to WDM-1
VNT. Therefore it validates the proposed VNTA
that avoids spatial channels with high occupancy
rate for WDM VNTs.

Conclusions

We have presented the first demonstration of dy-
namic deployment of WDM VNTs over SDM net-
works and evaluated the architecture and its ben-
efits.

Acknowledgements

Work supported by EC H2020 TeraFlow
(101015857) and Spanish AURORAS (RTI2018-
099178-100) and "Massive Parallel and Sliced
Optical Network”, NICT, Japan.



References

(1]

(2]

(3]

(4]

(3]

(6]

(7]

P. J. Winzer and D. T. Neilson, “From scaling dis-
parities to integrated parallelism: A decathlon for a
decade”, Journal of Lightwave Technology, vol. 35, no. 5,
pp. 1099-1115, 2017.

A. Ferrari, E. Virgillito, and V. Curri, “Band-division vs.
space-division multiplexing: A network performance sta-
tistical assessment”, Journal of Lightwave Technology,
vol. 38, no. 5, pp. 1041-1049, 2020.

M. Jinno, “Spatial channel network (scn): Opportunities
and challenges of introducing spatial bypass toward the
massive sdm era”, Journal of Optical Communications
and Networking, vol. 11, no. 3, pp. 1-14, 2019.

R. Munoz, N. Yoshikane, R. Vilalta, R. Casellas, R.
Martinez, T. Tsuritani, and I. Morita, “Network control and
orchestration in sdm and wdm optical networks”, in Opti-
cal Fiber Communication Conference, Optical Society of
America, 2020, T3J-2.

F. Morales, M. Ruiz, and L. Velasco, “Virtual network
topology reconfiguration based on big data analytics for
traffic prediction”, in Optical Fiber Communication Con-
ference, Optical Society of America, 2016, Th3I-5.

C. Manso, R. Vilalta, R. Casellas, R. Martinez, and R.
Mufoz, “Cloud-native sdn controller based on micro-
services for transport networks”, in 2020 6th IEEE
Conference on Network Softwarization (NetSoft), IEEE,
2020, pp. 365-367.

D. Soma, Y. Wakayama, S. Beppu, S. Sumita, T. Tsuri-
tani, T. Hayashi, T. Nagashima, M. Suzuki, H. Taka-
hashi, K. Igarashi, et al., “10.16 peta-bit/s dense sd-
m/wdm transmission over low-dmd 6-mode 19-core fibre
across ¢+ | band”, in 2017 European Conference on Op-
tical Communication (ECOC), |IEEE, 2017, pp. 1-3.



