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Abstract—Subterranean burrowing is inherently difficult for
robots because of the high forces experienced as well as the
high amount of uncertainty in this domain. Because of the
difficulty in modeling forces in granular media, we propose
the use of a novel machine-learning control strategy to obtain
optimal techniques for vertical self-burrowing. In this paper,
we realize a snake-like bio-inspired robot that is equipped with
an IMU and two triple-axis magnetometers. Utilizing magnetic
field strength as an analog for depth, a novel deep learning
architecture was proposed based on sinusoidal and random data
in order to obtain a more efficient strategy for vertical self-
burrowing. This strategy was able to outperform many other
standard burrowing techniques and was able to automatically
reach targeted burrowing depths. We hope these results will
serve as a proof of concept for how optimization can be used
to unlock the secrets of navigating in the subterranean world
more efficiently.

I. INTRODUCTION

The task of excavation and subterranean penetration
presents substantial challenges owing to the dynamic forces
exerted by the subterranean environment [1], [2], [3]. This
has driven numerous organisms to evolve specialized mech-
anisms aimed at reducing energy consumption, thereby en-
abling them to achieve precise outcomes without resorting
to extensive soil displacement[4]. For example, plant roots
employ strategies such as tip extension and circumnutation
to efficiently gather nutrients from beneath the soil [5]. In
the animal kingdom, body structures such as asymmetric
head shape and limb movements to create granular fluidiza-
tion help biological organisms move through the soil more
effectively [6]. Furthermore, soft-bodied organisms such as
earthworms utilize gaits such as retrograde peristalsis to
achieve motion through soil by reappropriating body mass
[7].

The creation of burrowing robots is an emerging field of
study that develops systems that can be used for applica-
tions like emergency response, soil analysis in agriculture,
and exploring other planets. Traversing through subterranean
environments is quite difficult as the robot must be able to
withstand forces that can be orders of magnitude higher than
in air and water [8].

While the study of burrowing robots is relatively new, a
few important studies have laid the groundwork for fossorial
locomotion. These studies largely fall into two classes: soft-
burrowing robots and rigid-body burrowing robots. Soft-
burrowing robots are inspired by earthworm locomotion and
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Fig. 1. Biological and robotic snake burrowing in granular media. A
Biological example of snake burrowing in the sand, B Snake robot in a
testing environment filled with packing peanuts, C Snake Robot consists of
a chain of five Dynamixel 2XL430 servos, two 11.1V batteries located at
head and tail, 9-DoF IMU, two 3-DoF magnetometers and an Open-CM
controller. The colored stickers show the segments of the robot. The arrows
in the first segment of the robot show the direction of the rotation axis of
the servo. All the servos at the segments are oriented in the same direction.

root growth in plants. Liu et al. designed a soft robot that
combines Kirigami skin and radially expanding pneumatic
actuators to mimic earthworm anchoring mechanisms [9].
Naclerio et al. developed a steerable vine robot for subter-
ranean locomotion, achieving significantly faster burrowing
speeds and obstacle navigation using granular fluidization [6].

Rigid-body burrowing robots have drawn inspiration from
animals in nature that dig into the soil such as the mole
crab. Russel presented CRABOT, a burrowing robot inspired
by mole crabs, designed to locate underground chemical
leaks and capable of traversing the surface of granular media
[10]. Treers et al. presented EMBUR as capable of vertical
burrowing in granular media and providing insights into
its behavior through parametric studies [11]. Bagheri et al.
introduced a bio-inspired burrowing robot with various screw
and fin designs, highlighting that a one-bladed screw at a
lower speed minimizes energy costs for burrowing [12].

Designing a robot capable of efficient subterranean navi-
gation poses significant challenges, primarily resulting from
the complexities associated with modeling the nonlinear and
uncertain forces encountered within media [13]. Traditional
control approaches may struggle to accurately model and
control such complex systems. However, machine learning
techniques can effectively learn from data and adapt to the
nonlinearity and uncertainty inherent in the soil environment
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Fig. 2. Electronic schematic of snake robot. The robot is controlled by
a Robotis OpenRB-150 Board. It contains a chain of five Dynamixel two
DoF 2XL430 servos powered by two 11.1 V LiPo batteries located at the
head and tail. The robot also contains two Adafruit MMC5603 Triple Axis
Magnetometers,a Adafruit BNO055 IMU and a Adafruit TCA9548A I2C
Multiplexer.

in real-time, allowing the robot to dynamically adjust its
behavior during burrowing.

In this study, we present a snake-like robotic system
that consists of a chain of two-degree-of-freedom servo
motors, enabling individual sections of the robot to actuate
in the pitch and yaw directions with increased flexibility and
adaptability during locomotion. The robot’s modular design
permits the extension or contraction of its body, enabling
the system to adapt to various environments and tasks. The
snake robot is equipped with two types of sensors. First, the
robot’s head is equipped with an internal measurement unit
(IMU) to accurately estimate the posture of the robot’s head
and the burrowing depth of the robot using magnetic field
strength. Additionally, the robot is equipped with two triple-
axis magnetometers that were added to the center and tail of
the bottom face of the robot. Similar to the IMU, data from
the magnetometers is used to track the height of the robot
as it burrows. The control system of the snake-like robot is
implemented on a Jetson Nano, a compact and powerful edge
computing platform that hosts an efficient Neural Network,
which has been trained to generate optimized instructions for
the robot’s burrowing.

The primary goal of this study is to design and train a
robotic snake capable of self-vertical burrowing within a
controlled laboratory, simulating a granular medium using
packing peanuts of varying sizes. The robot’s task involves
starting from the medium’s surface and using controlled
movements to autonomously submerge itself beneath the
granular medium. The objective is to optimize efficiency and
minimize the time required for burrowing while maximizing
the depth attained.

II. ROBOT DESIGN AND EXPERIMENTAL SETUP

The snake robot used in this study consists of a chain of
five Dynamixel two DoF 2XL430 servos. These servos give

the robot the ability to actuate the pitch and yaw of the robot
at segments independently. While these motors only have the
capability to actuate the motor about two axes, the combined
effect of all these motors generates complex shapes in the
three-dimensional space.

The motors are connected together using 3-D printed
parts made from ABS plastic and printed on a Stratasys
F170 system. These body connector pieces are designed to
connect the yaw motor of one axis to the pitch motor of the
subsequent axis. The body of the snake robot was assembled
by connecting the five 2XL430 servos together using four
such connector pieces.

The motors were controlled using a Robotis Open-RB 150
board. This board is a specialized version of an Arduino
MKR Zero board which is optimized to work with the
selected servos. In order to power the system, we used Tattu
11.1V 1500 mAh 120C Drone battery to supply high amounts
of current due to the number of motors that needed to be
powered.

To facilitate the determination of the robot’s head ori-
entation and enable the collection of magnetic field data
for the purpose of depth measurement during experiments,
we attached Adafruit BNO055 9 Degree of Freedom (DoF)
Internal Measurement Unit (IMU) to the head of the robot.
This device acts as a gyroscope, an accelerometer, and a
triple-axis magnetometer.

To enhance the precision of our self-burrowing strategies,
we have expanded our data collection efforts to include
information regarding the heights of the robot’s middle and
tail segments of the robot as well. To achieve this, we
have used the Adafruit MMC5603 Triple Axis magnetometer,
placed to capture magnetic field strength measurements at
the lowermost portion of the robot, including the base of its
third link and its tail. This dataset of magnetic field strength
readings was instrumental in accurately gauging the robot’s
depth in relation to the underlying surface within the testing
environment. Since the sensors shared the same I2C address,
we added the Adafruit TCA9548A I2C Mux to connect
each of our three sensors to a separate channel, thereby
effectively resolving the communication issue encountered
with the sensors.

Finally, with all the components selected, we designed
a head and tail for the robot that would contain all the
selected components. These parts were similarly designed
in Solidworks and printed in ABS plastic using a Stratasys
F170 3-D printer. The head and tail of the snake contained
connectors which enabled them to connect to the body of
the snake that was previously described. A full schematic
showing all of the components utilized in the robot and how
they are connected can be seen in Fig. 2.

We tested the robot in an 182.88 cm x 91.44 cm x 60.96
cm (6 ft x 3ft x 2 ft) raised garden bed. At the bottom of this
garden bed, we placed an array of evenly spaced 60 mm x 10
mm x 3 mm Neodymium rectangular bar magnets (Fig.3A).
The magnets were placed in an array such that the polarity



Fig. 3. Experimental setup. A Empty test environment with an array of
Neodymium bar magnets (L1=60 mm x L2=10 mm x 3 mm) positioned at
the bottom with specific horizontal (d1 = 29 mm) and vertical (d2 = 23 mm)
spacing. The relationship between net magnetic field strength |B| obtained
by the sensors and the height (H) above the base of the testing environment
is given at the top inset. This figure also shows the correspondence between
the data collected (blue circles) and the mathematical relationship obtained
(red curve).B Tests were conducted in a raised garden bed filled with packing
peanuts.

of all the bar magnets matched. In this study, magnetic field
strength serves as an analog for the depth of the robot at
various points. We want to maximize the magnetic field
strength measured by the robot’s onboard sensors which will
correspond to the vertical self-burrowing height of the robot.

Before adding a granular medium to the testing envi-
ronment, we found a relationship between the magnetic
field strength of height above the array of magnets at the
base of the enclosure. We used an apparatus that consisted
of an Adafruit MMC603 Triple-axis Magnetometer and an
RCWL-1601 Ultrasonic distance sensor. We collected data
to determine the correlation between the magnetic field in
the z direction of the sensor Bz and the height H . Initially,
our approach involved utilizing orientation data from the
IMU located in the robot’s head, combined with known
body angles, to exclusively employ the z-component of the
magnetic field for height determination. However, when we
tried this in practice, the data obtained was not reliable
due to the errors in estimating the posture of the robot.
So, we decided to use the net magnetic field of the robot,
||B|| =

√
B2

x +B2
y +B2

z , to characterize the height of the
robot. By plotting the data as seen in Fig. 3A and fitting the
curve to it, we obtained H = 8333

||B|| that relates the height of
the sensor to the net magnetic field strength.

III. DATA COLLECTION AND MACHINE LEARNING

Robotic applications have become increasingly complex
and traditional modeling approaches often fail to scale to
highly nonlinear real-world applications. To counteract this,
many different techniques have emerged to help ease this
problem. Prior work typically has used traditional reinforce-
ment learning strategies such as Deep Q Learning in order
to create a desired policy for a robot to interact with its
environment [14]. However, these techniques routinely suffer
from scalability issues due to sparse reward spaces and high
data requirements [15]. This entails extensive hours of
training and simulation, constituting a substantial overhead.
Instead, our solution attempts to provide a different archi-
tecture that embodies the major principles of reinforcement
learning within a slightly different paradigm.

Rather than constructing a formal policy array relying on
a dense neural network, we adopt a policy representation
in the form of a sequence-based model, which incorpo-
rates 1D convolutional layers and long-short-term memory
(LSTM) attention-based layers. Instead of using a simple
dense network, the burrowing robot is trained on a sequence-
based network that is designed to approximate the correct
sequence of N motor positions required to burrow the snake
to a target depth. These neural network architectures have
been deployed several times for robotic applications to aid in
segmentation and deep vision applications [16]. This is used
to provide a feature extraction pipeline that requires much
less data to approximate the value of each motor position
in reaching the target depth. Figure 4 highlights this model
structure.

The model is trained on multiple trial runs. Each trial
run was standardized to last for 60 seconds and categorized
into three groups. The first group comprises trial runs in
which motor positions are randomly sampled from a normal
distribution, denoted as θi ∼ N (0◦, 50◦). In general, these
trials performed the worst of all collected data.

The second group of data came from sinusoidal data.
Utilizing sinusoidal data was inspired by biological snakes
burrowing in sand and the observation that their movement
to achieve vertical self-burrowing was achieved through pre-
dictable sinusoidal motion on the horizontal plane [17], [18].
Thus, for these trials, the motors’ positions were classified
by a sinusoidal behavior defined as

θi,x = Asin(2πft+ i/5f) for i = 0 : 4

where A is the amplitude, f is the frequency and t is the
time. Across all samples of this group, the frequency f was
set to 0.2 Hz. In terms of amplitude

It should be noted that the phase shift to this sin function is
implemented in order to ensure a smooth sinusoid across all
five motors in the robot. It is also of note that this sinusoidal
motion was restricted to the x-axis. For half of these trials,
the yaw motors acted alone without the actuation of the pitch
motors. For the other half of these trials, pitch motor angles
were obtained by sampling θi,y ∼ N (0◦, 15◦) in order to



Fig. 4. Learning framework. Sequence-Based Deep Learning Model
for Burrowing Depth Approximation. One dimensional convolutional neural
network with max pool and dropout layers combined with multiple sequence-
based long-short-term memories (LSTMs) used with a final dense layer to
approximate depth for a given current motor position.

capture the effect of pitch actuation on the self-burrowing
process.

The final and largest group of the data came from using
a greedy epsilon approach [19], [20], [21]. This approach
commonly used in reinforcement learning seeks to balance
the exploration and utilization of the current optimal strategy
[19]. A parameter, ϵ, is defined to signify the proportion
of time when random data is chosen for the motor actions,
commonly referred to as exploratory actions. Conversely, 1-
ϵ is the probability that the ideal sinusoidal waveform is
selected [19]. Thus, for these trials, the motor angles were
defined as

θi,x =

{
Asin(2πft+ i/5f) for i = 0 : 4 P (1− ϵ)

∼ N (0◦, σ2) P (ϵ)

θi,y ∼ N (0◦, σ2).

Across the greedy epsilon trials, the amplitude A was fixed
at 30 degrees and the frequency f was fixed at 0.2 Hz. The
value of ϵ was swept from 0.1 to 0.9. This process was
repeated twice with low variance, σ2 = 15◦, and medium
variance, σ2 = 15◦, for the randomly sampled variables.
We collected 270 trial runs with over 45,000 data points to
train our neural network. The sampling rate across all trials
averaged out to one sample every 0.39 seconds or 2.53 Hz.

A unique aspect of burrowing is that the optimal policy
may change due to the orientation, position, and displacement
of the material the robot is passing through. This is clearly
reflected in the generated data where not a single policy from
either sinusoidal, greedy-sinusoidal, or random gait patterns
is able to reliably burrow to the target depth across all trials.

However, if the sequence-based model is used to optimize
the burrowing sequence while also being updated in a re-
inforcement learning style manner, a consistent policy can
be created that allows for correct burrowing to any target
depth regardless of the position, forces, or displacement of
the packing peanuts and snake.

In order to accomplish this, an optimization strategy is
deployed to adapt the sequence-based model to help it both
explore and exploit the given policy. This optimization tech-
nique is known as a Truncated Newton Conjugate-Gradient
(TNC) which dynamically estimates the correct positions of

the motors to minimize the distance between the target depth
and the current depth. This can be corrected even if the
underlying model fails to initially predict a correct position.
This optimization process is given below.

m∗ = argmin
m∈M

f(seq(mstart)) (1)

s.t. 0 ≤ m ≤ 360

s.t. 0 ≤ mi ≤ 360, ∀mi ∈ m

mstart = pprev + perturb × perturb scale

Algorithm 1: TNC argument minimization
Initialize m0

For k = 0, 1, 2, . . .

∇f(mk) Compute Gradient
H(mk) Compute or Approximate Hessian

dk = −H(mk)
−1∇f(mk) Determine Direction

αk Determine Optimal Step Size Using Line Search
mk+1 = mk + αkdk Update the Guess

End For

In more common terms m∗ is the set of motor positions
(130 positions for a 60-second experiment), and pprev is the
previous output of the sequence model. f is the prediction
function of the model for a given sequence of motor positions
m∗. Then perturb is a random perturbation drawn from [-
0.5 to 0.5]. Finally, seq(mstart) is a function that takes a
motor position m and appends it to the previous positions
and returns the resultant sequence.

The specific TNC optimization formula is expressed in
equation (1) and is written as an iterative for loop. opti-
mization problem starts with a perturbation of the last motor
position to get an initial guess for the next position. After the
position is selected the gradient and the truncated Hessian
are computed for the given candidate position. Next, the
direction is detected by subtracting the gradient from the
inverse of the Hessian. Finally, a line search is used to find
the optimal stepping size for the next step and the guess is
updated accordingly based on the gradient and Hessian from
our previous model.

It is important to note that this perturbation is used to
prevent the snake from solely relying on the model and forces
it to search for an optimal policy in order to guarantee that
burrowing reaches the proper depth. However, the compu-
tation of the Hessian is a very data-intensive mathematical
operation, and creating a proper burrowing strategy takes an
average of 9.58 minutes of onboard computing on Jetson
AGX Nano. This can be a severe bottleneck if multiple
burrowing requests are given in rapid succession.



Fig. 5. Ideal burrowing strategy obtained through the learning process. All motors begin at 0◦ and move to 130 unique positions in order to achieve
efficient self-burrowing.

IV. RESULTS AND DISCUSSION

After training our model based on the collected data and
conducting TNC argument minimization as described in the
previous section, we generated a set of 130 angular positions
for all ten motors. A visual representation of this burrowing
strategy is depicted in Figure 5. In total, this sequence lasted
just under a minute to correspond well with the training data.
It was observed that extreme motor angles would result in
self-collisions of the links of the robot that would cause the
robot to stall. This collision did not appear if the motor angle
remained between the range of −120◦ and 120◦. Thus, in
training, we penalized motor values outside this range and
clipped motor values that exceeded this range.

The optimal gait pattern begins by sending most of the
motor positions to extreme motor positions Visually, the
effect of this is to greatly shorten the distance from tip to
tail. From there, the body wriggles back and forth to lower
the robot deeper into the granular medium. In this way, the
behavior learned by the robot greatly resembles techniques
used by vipers for vertical self-burrowing in sand [22]. The
emergence of behavior similar to that observed in biology is
further validation of the efficacy of this technique.

For the tests, a target depth of 15 centimeters above the
base of the testing environment was chosen. This height was
chosen because it was at least five centimeters deeper than
any of the methods used in the training data could reliably
reach. The closer the robot moved to the base of the testing
environment, the more significant boundary effects become
making burrowing more challenging [23].

As previously mentioned, the test data failed to reliably
adapt to the unique burrowing requirements in each trial run
which required the robotic snake to get to a target depth of 15
cm from the bottom of the bin. In isolated incidents the snake
occasionally was able to reach the target depth; however, it
was not able to do this in every trial, and, when it did, it
often moved up away from this target depth.

The optimized model combined with the TNC optimization
technique was able to reach a targeted depth of 15 cm in
every trial it performed. This allowed for precise and con-
trolled burrowing by using a sequence-based model combined
with an optimization technique that dynamically minimizes
the current position subtracted from the target position. A
comprehensive comparison between the training data and the
strategy achieved through our ML process can be observed
in Figure 6.

Three selected experiments each with ten trials are shown
in Figure 6. As evidenced from the plot, the ML trials were
successful in reaching the target depth of 15 cm from the
bottom of the bin while the greedy epsilon, sinusoidal trials,
and random trials were all unsuccessful. In other words, the
burrowing strategy obtained from machine learning is able to
burrow deeper and more efficiently than any other strategy we
employed. Secondly, it is important to notice that our solution
has significantly lower variance demonstrating that the policy
was able to reliably adapt unique burrowing attempts to
successfully reproduce improved vertical self-burrowing.

Although our techniques are successful there are still many
open research directions. We have identified three general
directions:



Fig. 6. The plot above demonstrates the effectiveness of vertical self-
burrowing for each class of training data as the strategy obtained through
Machine Learning. For each class of data, the error band shows one standard
deviation from the mean as a function of the number of motor actions.

1) Power aware model compression and quantization
2) NVIDIA-based Isaac Simulation for synthetic data

generation
3) Replacing LSTMs with Transformer Based Atten-

tion Mechanism
First and foremost, ML models have very high computa-

tion requirements, particularly with attention-based models.
Edge robotics must be aware of this computational expense
and provide accurate solutions within low-power envelopes.
This is achieved through model compression and quantization
to reduce power consumption as much as possible while
keeping a minimum accuracy. Secondly, our robot does have
certain drawbacks in regard to its data acquisition pipeline.
Building robots and then deploying them is not a scalable
process since the cost to develop a robot is paid without
a strong understanding of how well the robot will perform
on a task. This can lead to capital losses and inefficiencies
in robot design. To combat this we have created virtual
environments of our robots in NVIDIA Omniverse and are
using the NVIDIA Isaac Gym to train the robot in a sim-
ulated environment which will be deployed to a real-world
robotic environment where results between simulation and
the real-world environment can be compared. Our final future
research direction will explore the usage of transformers
for burrowing depth estimation. BERT and several other
attention-based models that are more advanced than LSTMs
were utilized with limited efficacy. This is primarily due to
the fact that transformers require much more data despite
their ability to generalize more effectively. We are generating
more data to test Transformers for our application.

V. CONCLUSION

The promising outcomes achieved in vertical burrowing
serve as motivation to extend the training methodology for

Fig. 7. Our experimental environment is modeled in Nvidia Omniverse with
granular media modeled by white spheres and the snake robot modeled in
yellow. We will leverage this platform to augment our training dataset by
executing simulated trial runs in order to refine a more optimal training
methodology.

the robot to perform horizontal burrowing in future research.
These advancements contribute to the field of robotics and
have implications for applications requiring efficient and
adaptive burrowing capabilities in challenging environments.

While the results in this paper show significant improve-
ment from random actions, we recognize that better results
require the acquisition of more training data. With this in
mind, we have begun to simulate the testing environment
used in this paper in the Nvidia Omniverse simulation
environment as seen in Fig. 7. This will allow us to generate a
much larger volume of data to develop even better strategies
in simulation, and then validate those results in real-world
experiments. Furthermore, we hope to eventually move to
finer media to more closely approximately burrowing in
natural environments such as dirt and sand.

Finally, in the future, we will explore efforts to minimize
the energy needed for neural networks to function without
greatly impacting performance. Because of the computing
power and energy consumed to run neural networks, it is
difficult to deploy them in mobile robots. However, these
models can be greatly simplified through quantization. Re-
ducing energy consumption and increasing the efficiency of
neural makes them more deployable in mobile robots.
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