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Data Center (DC) interconnection allows to have optical transmissions between DCs directly connected to
optical networks, avoiding the use of a packet-based infrastructure. Thanks to the use of next generation
pluggable coherent optics, it is possible to create Connectivity Services (CSs) across multiple optical trans-
port domains. In this Multi-domain CSs scenario, cloud operators and transport operators have to work
together in the most dynamically way possible. To do so, they need a common place (i.e., a market) where
the transport operators may expose their available optical resources and the cloud operators request (e.g.,
rent) them to be used in order to create End-to-End (E2E) CSs between DCs. Having multiple transport
operators exposing their resources information in a common place requires a set of common rules (i.e.,
how much of the topology to show) to create E2E CSs requested between cloud operators.
This paper makes use of the Blockchain technology to present a Blockchain-based extension for the
Software-Defined Network (SDN) architecture to allow each optical transport operator domain to become
a peer in a Blockchain network. In there, each peer follows the same rules and shares the same exact level
of topology information by using a specific abstraction model to map the optical domain resources. This
article uses a set of three different abstraction models to validate their behaviour on a Blockchain sys-
tem when managing multiple domain resources and the deployment of CSs across these domains. To do
so, an experimental comparison on how the different abstraction models affect the performance of the
Blockchain system is presented. © 2022 Optical Society of America

http://dx.doi.org/10.1364/ao.XX.XXXXXX

1. INTRODUCTION

Data Center (DC) interconnection aims to allow a new archi-
tectural model by giving the possibility to have third party
cloud domains connected between them across flexi-grid Wave-
length Division Multiplexing (WDM) networks of one or several
telecommunications operators, avoiding packet-based aggrega-
tion networks. Using next generation plugabble coherent optics
on their router devices, cloud operators can request a Connectiv-
ity Service (CS) between DCs with a specific spectrum slot (e.g.,
50GHz) instead of an amount of Bandwidth (BW) (e.g., 100 or
200 GB/s). With this direct relationship and compared to the
traditional "contract between players" model, a new and more
dynamic model might be necessary.

In this model, transport operators put a set of their available
resources in a common place (i.e., a market), where cloud opera-
tors can request some of these resources to deploy CSs between

DCs across the transport operators domains. In order to make
all the involved players equal, this market should define a set
of conditions or rules such as no cloud or transport operator
being able to access the resources of another one. To bring this
equality at inter-domain level, the right option is to define a
multi-operator peer-to-peer (p2p) solution using Distributed
Ledger Technologies (DLT) such as Blockchain together with the
use of Smart Contracts (SCs).

Blockchain is a geographically distributed database organ-
ised as a p2p system in which any data needs to pass a consensus
procedure to be accepted by the majority of the peers. All ac-
cepted data is stored in all the nodes, so the system is transparent
and no peer should be able to get advantage over another with-
out the majority knowing it. The stored data in the Blockchain
is structured in blocks (e.g., a block is a set of data transactions
between peers) and each new block is linked to the previous
one, making the system to be tamper-proof. Despite all its ad-
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vantages, Blockchain has some drawbacks like scalability. For
this reason, taking into account that transport domains may con-
tain a massive amount of information, it becomes interesting to
study how a transport resources market may be implemented
using Blockchain. To study this aspect, abstraction models are
required.

Abstraction models [1] allow to reduce the amount of infor-
mation that an element in a control plane layer sends to the
element on the upper layer as done in Software-Defined Net-
work (SDN) control infrastructures. By doing so, the element
on top has an overview of the domain network topology below
instead of all the details, while keeping the capability to request
CSs over the physical infrastructure.

This paper extends the work presented in [2] in which a
Blockchain-based module was presented allowing an SDN do-
main to become part of a multi-domain scenario to create E2E
CSs (i.e., a set of Domain CSs). As novelties, this paper presents
how the E2E CS created has an ensured spectrum continuity
alongside all its Domain CSs and more importantly, it provides
the comparison of using blockchain services on top of three net-
work abstraction models (i.e., transparent, Virtual Link and Vir-
tual Node) and the abstracted information management within
the Blockchain-based market.

This paper is organized as follows. Section 2 presents a state
of the art on the use of Blockchain and abstraction models on op-
tical scenarios. Section 3 presents the architecture of the market
with the elements involved: the optical data model used, the new
module for a domain to become a peer, the abstraction models
and the Routing and Spectrum Assignment (RSA) used. Section
4 describes how Blockchain is used to manage multi-domain
SDN connections with the SC designed and the processes to
distribute the abstracted optical domain information and the
creation of an E2E CSs. Section 5 presents the experimental
results by comparing the use of the different optical topology
abstraction models. Finally, Section 6 presents the conclusions
and future work.

2. RELATED WORK

The optical network resource management has been and it is still
an issue being researched essentially due to: a) the complexity
of having an efficient resources usage; b) the transport domains
massive amount of information (e.g., nodes, links, node ports);
and c) the fulfillment of optical requirements such as spectrum
continuity.

Multiple works have studied the previous issues focusing for
example on the use of abstraction models to solve them. Ðerić et
al. [3] evaluate how the amount of information used in different
abstraction models may affect the available hardware resources
(e.g., CPU) in an SDN hypervisor. In their study, they use two
abstraction models: transparent and Virtual Node (VNode), also
referred to as Big Switch. Licciardello et al. [4] compare the
Big Switch and the weighted Virtual Link (VLink) abstraction
models in a DC Interconnection network scenario. While these
two works presented interesting results, in [3] only two abstrac-
tion models were used omitting the VLink model and in [4], the
authors assumed that all CSs deployed had wavelength conti-
nuity. Casellas et al. [5] used the capability to abstract network
resources to manage disaggregated optical networks resources.
The work done in [5] has been used as a reference to carry out
the development of the infrastructure and of the results later
described.

In addition, Blockchain is being studied to be used in dif-

ferent management aspects of optical domains. Ding et al. [6]
presented an algorithm to trade spectrum resources between
Elastic Virtual Optical Networks (EVONs) using Blockchain.
While their results are quite interesting and present a way to
have a fair spectrum trade between EVONs, they do not de-
scribe the cost of distributing the network resources information
in the Blockchain and their usage. Yang et al. [7] proposed a dis-
tributed Blockchain-based trusted multi-domain collaboration
for mobile edge computing called BlockTC. In there, all SDN
controllers share their topology information with the other do-
mains, so they can verify if the routes selected are legitimate. In
their work, they only use the transparent abstraction model (i.e.,
the complete topology), and so no comparison with other possi-
ble abstracted models is done to validate if the routes generated
might still be legitimate while using less information. Derhab et
al. [8] described a security architecture that integrates SDN and
Blockchain technologies in order to improve the security among
intercontroller communications using a reputation mechanism
that classified the controllers using two possible historical-based
actions strategies. Similarly, Gorla et al. [9] present an architec-
ture based on Blockchain specifically dedicated to be used on
edge domains as it allows different Mobile Network Operators
to share their spectrum in order to achieve the most efficient use
of their resources. While in [8] no optical aspects are checked and
in [9] their focus is on spectrum resources in edge domains, our
work aims to fulfill both aspects: the use of a Blockchain-based
architecture to manage spectrum resources on optical transport
domains. Fernando et al. [10] designed an architecture similar
to ours focused on security aspects such as the messages integra-
tion between controllers, the detection of malicious hosts and
the SLA enforcement managing Bandwidth (BW) resources. In
their work no optical aspects are taken into account as BW is
used instead of spectrum to create the E2E CSs between domains.
Finally, Fichera et al. [11] designed and developed a Blockchain
architecture for optical multi-domain scenarios similar to the one
presented in this article, but with the objective of keeping the
data record associated to multiple SDN events to validate their
accomplishment, and in case of failure, to register which compo-
nent is the responsible one. These last works did not check how
the amount of information affects the Blockchain. This aspect is
studied in our work by using the different abstraction models.

To the best of our knowledge, no other work focused on the
scenario previously introduced with a market place in which
transport operators may share their optical resources and make
them public for cloud operators to request E2E CSs. Moreover,
we present how the three selected abstraction models (i.e., trans-
parent, VLink and VNode) affect the designed Blockchain-based
SDN architecture [2] in terms of time delay and Blockchain data
processing costs when E2E CSs deployments are requested.

3. BLOCKCHAIN-BASED SDN ARCHITECTURE

When managing a Blockchain-based SDN architecture an impor-
tant aspect to consider is the amount of information required
to manage the network resources exposed by each domain con-
troller to the upper domain controller. The more details a con-
troller has about its below domain, the more precise its network
control and management becomes but, in parallel, it also takes
longer due to the need of processing the higher amount of infor-
mation. This trade-off (i.e., detailed management vs. processing
time) together with the fact that a network is composed by mul-
tiple transport domains raised the necessity to use abstraction
models to control the available resources.
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Fig. 1. Blockchain-based SDN Controller Architecture with
intra-domain links (black) and IDLs (yellow).

To make the SDN architecture of our optical transport do-
mains become a Blockchain-based SDN architecture, a new mod-
ule called Permissioned Distributed Ledger (PDL)-transport
Manager was designed. This new module allows an SDN Con-
troller to become part of a collaborative system in which a set of
optical transport network domains share their internal resources
in a collaborative methodology without needing an E2E SDN
Controller on top managing the complete E2E transport network
resources. As illustrated in Fig.1, the extension adds a new ar-
chitecture layer placed on top of each optical SDN Controller:
PDL-transport Manager, Optical Transport SDN Controller and
Optical Transport Networks. The communication between the
PDL-transport Manager and the underlying Transport SDN Con-
troller in the south-bound interface is done through the use of
the Transport -Application Programming Interface (T-API) data
model [12]. On the north-bound interface, REST requests are
defined to get, distribute and manage the network information
and the E2E CSs deployment and terminate actions.

A. Modelling Optical SDN domain networks

The process to abstract the topology of an optical network do-
main is a complex procedure due to the massive amount of
information required to define all the nodes, links and the spec-
trum information for each of the previous elements. There are
multiple data models (i.e., YANG, NETCONF, etc.) available to
define the context and topology of an optical network domain,
but one of the most used is the T-API data model defined by
the Open Networking Foundation (ONF). An example of its
implementation can be found in the T-API-enabled Transport
SDN controller described in [13]. T-API allows to define SDN
control plane functions to a set of service interfaces. T-API bases
its data model on a set of elements that allows to abstract the
existing physical resources information into a single data object
and to apply actions over the physical resources based on the
abstracted information. One of the benefits of using T-API is the
use of REST commands and the fact that it allows to constantly
abstract the topology from one layer to another layer above it as
many times as required through a relationship between a T-API
provider (SDN Controller) and an T-API Client (Application,
Orchestrator or a parent SDN Controller). By using the T-API
v2.1.3 [14] photonic media model it is possible to manage the
connectivity, topology and path computation services. So, the
WDM is modelled as a (single layer) T-API forwarding domain
(FD) and the Media Channel (MC) protocol qualifier is covered
within the "PHOTONIC_MEDIA" layer (within the context data
object).

Before presenting the essential elements of T-API, it is im-
portant to understand that, when dealing with abstraction pro-
cesses, the concept of node has to be understood as an entity that
may be a single physical network element (i.e., router, switch,

Fig. 2. Original and abstraction model topologies.

bridge, etc.) belonging to a domain but it may also be a complete
domain infrastructure, for example when dealing with other
domains. As illustrated in Fig.2, the network resources in the
optical transport domain (top left) may be abstracted with all the
physical nodes in detail (top right) or the whole optical transport
domain may become a single node (bottom right) in the resulted
abstraction process.

Regarding the essential T-API elements, the most basic ab-
straction possible is the definition of a context with a list of
Service Interface Points (SIPs). As described in [14], a context is
an abstraction allowing logical isolation or grouping of other ab-
stracted network resources, and a SIP (diamonds in Fig.2) is the
logical representation of the external view of any port placed in
the edge of a node. So, with only a list of SIPs in the context, it is
possible to request and configure CSs between two edge points
in the domain without the need to know the details of the net-
work resources infrastructure associated to the context domain.
Having the list of SIPs enables a T-API client to request MC CSs
between endpoints, optionally specifying optical spectrum to be
provisioned. To support this possibility, each SIP element within
the context is augmented with specific MC resource availability,
referred to as MC pool. The MC pool encompasses information
about the supportable, available and occupied frequency slots.

A context may contain a more detailed definition of the real
network infrastructure. To do so, the use of Node Edge Points
(NEPs), Nodes, Links and Topology becomes essential. A NEP
(pink circles in Fig.2) is the representation of each physical port
available in a real network element. A NEP may be considered
internal (i.e., no SIPs associated) or external. If a NEP is internal,
it contains the information regarding the available, supportable
and occupied spectrum (i.e., MC pool). On the other hand, if a
NEP is external, one or more SIPs may be associated to allow
multiple CSs over the same physical port and the spectrum
information is specific for each SIP. A Node (blue boxes in Fig.2)
is the abstract representation of a set of network resources (i.e.,
a single physical network element or a set) and it essentially
aggregates a set of NEPs. Moreover, a Link (black lines in Fig.2),
is the representation of the association between two or more
NEPS. Finally, a Topology defines the abstracted topological
characteristics from a set of network resources. To sum up, a
Topology is composed by a set of Nodes and Links, a Node is a
set of NEPs and a Link is the association of at least two NEPs.

Once the context with the desired abstracted information
is ready, it is possible to create CSs. From the T-API point of
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view, a CS is the representation of the interconnection request
between two SIPS. As a result, a Node Connection element is
configured between each pair of NEPs belonging to the same
node for each of the nodes involved in the route between the
source and the destination SIPs. So, as previously presented,
the creation of a CS only needs two different SIPs. However,
more complex requests are possible. For example, in the case
presented in this article, the use of optical network resources
required to specify the spectrum slot and optionally the internal
links for each requested CS in order to ensure the spectrum
continuity alongside all the optical domains involved. One last
aspect to consider on how the CSs were used in this article is the
differentiation between E2E CS and Domain CS: an E2E CS is
a composition of multiple Domain CSs. Once the Domain CSs
are provisioned, each domain topology with any of the Domain
CSs is updated with the corresponding Connection Endpoints
(CEPs), the elements that define T-API Connection elements
composing each Domain CS.

Finally, together with each domain context, the PDL-transport
managers need another information to complete the E2E vision
of the whole physical infrastructure. The links that allow the
interconnection among optical domains are called Inter-Domain
Links (IDLs). The IDLs (yellow lines in Fig.1) data objects make
use of the NEP identifiers to join the multiple domains.

B. PDL-transport Manager

Fig. 3. PDL-transport Manager internal architecture.

The PDL-transport Manager internal architecture is presented
in Fig.3 and its main components are: a) the main contains the
API with all the possible actions to be requested and the config-
uration parameters (e.g., abstraction model used); b) the Orches-
trator takes care of managing the requested actions coming from
the API (e.g., E2E CS deployment); c) the Path Computation
manages the local graph with the E2E multi-domain topology
to generate the possible routes for each E2E CS; d) the E2E CSs
is the database where the deployed E2E CS are stored; and e)
the SDN and the Blockchain Mappers are in charge of generat-
ing the T-API Domain CS requests depending if they have to
be requested to the local (SDN Mapper) or to another domain
(Blockchain Mapper) SDN Controller.

This new module is in charge of the following functionalities:

• Context abstraction: Once the PDL-transport Manager is
launched and depending on the configured abstraction
model, the PDL-transport Manager obtains the local op-
tical domain context and processes it in order to generate
the new (transparent, VLink or VNode) abstracted context.

• Context resources distribution: The abstracted context is
split in SIPs, NEPS, Nodes, Links and Context metadata (i.e.,
uuid, name, list of SIPs uuids, topology) and distributed in

the Blockchain. This division was done to avoid the distri-
bution of the complete context once a resource (i.e., NEP,
SIP) is selected in an E2E CS, so only the specific resource
updated information is distributed in a new transaction.

• IDLs distribution: In addition to the context, each PDL-
transport Manager is in charge of distributing the infor-
mation of the physical links that interconnect the domains
among them. Before distributing this information, a PDL-
transport Manager checks if an IDL has already been dis-
tributed, and in that case, the IDL is omitted. This means
that the last domain to join does not distribute anything as
all IDLs are already shared. The IDLs are not abstracted as
they are not part of a single optical SDN domain but they
are a shared element between two optical SDN domains.

• E2E CS management: Deploying and terminating the re-
quests to connect or disconnect two SIPs from two different
optical transport domains. During the deployment process,
there are some important actions such as the path compu-
tation, the spectrum continuity enforcement and checking
and updating of the resources availability information in
the Blockchain.

C. Abstraction Models

Fig.2 illustrates the three selected abstraction models that have
been implemented and compared in the experimental section.

The first abstraction model is the so-called "transparent"
model. As its own name shows, there is a transparent abstrac-
tion procedure which means that the complete T-API context
coming from the local SDN Controller is not processed and it
is simply distributed to the PDL-transport Managers from the
other peer domains. As presented in Fig.2, all the nodes, NEPS
(pink circles), SIPs (pink diamonds) and links in the physical
infrastructure (top left) are selected and the abstraction resulting
(top-right) is an exact copy of the real resources.

Secondly, the VNode abstraction model processes the origi-
nal network topology (Fig.2 top left) to generate a new T-API
context in which the whole domain becomes a single node (Fig.2
bottom-right). In this abstraction model, all the real nodes and
links information is omitted. Instead, the new abstracted T-API
context contains the list of SIPs (mandatory in all three abstrac-
tion models) and the topology has a single node with the NEPs
and their associated SIPs. So, the internal domain infrastructure
is not distributed to all the other peer domains in the Blockchain.

Finally, the VLink model. The basic idea behind this model is
to select a specific group of the real nodes and define a new set of
"virtual" links that interconnect the selected nodes among them.
The condition used in this article to select the nodes was to keep
those that had NEPs with associated SIPs. As illustrated in Fig.2,
the abstracted T-API context (bottom left) had only three nodes
and three virtual links when originally (top right) they were five
and six respectively. This abstraction model has a peculiarity
compared to the other abstraction models in order to equalize
the three of them in terms of routing path computation costs.
While in the Transparent and VNode all the links have a cost
equal to 1 (i.e., hooping), in the virtual links created when using
the VLink model, each one had a weight equally proportional
to the number of hoops in the real physical infrastructure. So,
using the domain abstraction example illustrated in Fig.2, the
link between the nodes A and D have a weight of 3, which is
equal to the number of hoops in the transparent model domain.



Research Article Journal of Optical Communications and Networking 5

D. Routing and Spectrum Assignment

As previously presented, all the PDL-transport Manager peers
have the complete E2E vision of the infrastructure. So, each
PDL-transport Manager peer is in charge of the Routing and
Spectrum Assignment (RSA) process for any E2E CS request
received.

Regarding the routing phase, all the route possibilities be-
tween the source and destination nodes are generated but only
the 20 shortest paths among them are selected. Then, the PDL-
transport Manager validates if the first route in the list is feasible.
Instead, if the PDL-transport Manager discovers that there are
no resources available on the selected route, it searches for the
next viable route within the routes list until it finds one that
fulfills the requirements.

The requirement used to decide if a route is feasible or not is
the spectrum continuity among all the SIPs and NEPs involved
in the selected route. To ensure it, the PDL-transport Manager
managing the requested E2E CS gets the selected NEPs (only for
the transparent and VLink models) and the SIPs involved in the
route from the Blockchain and takes their available spectrum
slots. Among all the available slots, a list with the common
available slots is created. Finally, to select the slot among all the
options, the PDL-transport Manager applies first an Exact-Fit
policy and, if it does not exist, it applies a Best-Fit policy with
the closest spectrum slot to the requested capacity. Finally, with
the common spectrum continuity selected, the E2E CS can be
created with the composition of all the required Domain CSs.

4. USING BLOCKCHAIN TO MANAGE SDN CONNEC-
TIONS

This section presents the SC designed together with the optical
domains resources distribution and the E2E CS deployment
procedures.

A. Designed Smart Contract

Among the Blockchain technologies available, the selected one
had to be composed only by peers fulfilling a set of requirements
to write and validate data. Moreover, the Blockchain system also
needed the capacity to have some autonomy to trigger some
processes when data could be written. The solution for this last
requirement are the SCs.

A SC is a program with a few set of functions known by all
the Blockchain peers. A SC only runs under certain conditions
and it is used to make procedures more automatic, specially
when a transaction is requested. In the context of this work, the
functionalities of the designed SC are:

• to distribute and store SDN information from each ab-
stracted domain (e.g., T-API SIPs and T-API topology), to-
gether with the IDLs data between the SDN domains.

• to automate the multiple and specific requests generation
to deploy Domain CSs. When a PDL-transport Manager
has selected the best route based on the spectrum resources
available, it distributes a transaction that generates an event
with the specific Domain CS information and the associ-
ated Blockchain address of the peer owning those resources.
Then, all the peers receive the event but only the peer with
the specific Blockchain address will take the event informa-
tion and process it to generate the Domain CS through a
T-API CS request sent to the SDN Controller below.

• to limit the rights to apply actions over other domains phys-
ical resources. Only the peer that has requested a Domain
CS (as part of an E2E CS) is able to request its termination
aside the Domain CS owner itself, which can terminate it
locally through its local SDN Controller.

B. A collaborative E2E Topology
Before any E2E CS may be requested, it is necessary that all
domains distribute their local abstracted context to the other
peer domains, so each of them may create the local graph with
the E2E infrastructure view as presented in Fig. 4. Using Fig.1
as a reference, there are two sets of information to be distributed
by each optical SDN domain (called PDL-SDN peer in Fig.4):
a) the abstracted context and, b) the set of known IDLs. Once
these two information sets are distributed, each PDL-Transport
Manager is able to update the vision of the whole E2E physical
infrastructure.

The workflow (Fig.4) has the following steps:

• Step 1 - The Domain Operations Support System/Business
Support System (OSS/BSS) passes the IDLs information
(previously defined between optical domain operators) and
requests to distribute all this information.

• Step 2 - Based on the IDL information, the local E2E network
topology view (e.g., a graph element) is updated with the
IDL data by adding to the graph only the new nodes and
links.

• Steps 3/4/5 - A transaction to distribute both sets of data
(i.e., the IDLs and the local abstracted SDN Context (based
on the T-API data model)) is generated. Once the transac-
tion is done, all the other PDL-SDN peers (i.e., domains)
receive an event of a "NEW DOMAIN".

• Steps 6/7/8 - The event reception is confirmed by all the
PDL-SDN peers.

• Step 9 - The Domain OSS/BSS is informed about the correct
distribution.

• Steps 10/11/12 - All the PDL-SDN peers update their local
graph with the new SDN and IDL information.

Once this procedure is done, each single PDL-SDN peer
knows about the existence of all the other PDL-SDN peers that
together compose an E2E optical infrastructure with the dis-
tributed abstracted T-API contexts information and the associ-
ated IDLs. With all this distributed information, one final aspect
to take into consideration is the possibility of data leakage to a
peer that should not be part of the Blockchain system. To avoid
this possible situation, the use of a permissioned (i.e., private)
blockchain becomes necessary as only known peers are involved
in the p2p system as the access to it, it is not public. Moreover,
the use of the predefined data models (i.e., T-API), defines the
same information to be shared by all the peers, making equal
among them.

C. Blockchain-based E2E CS requests management
Once the multiple PDL-SDN peers domain contexts and the IDLs
information are distributed, the whole E2E transport topology is
ready to be used to deploy and terminate E2E CSs. The process
to deploy an E2E CS is divided in four main actions as presented
in Fig.5:

1. Action 1 - E2E CS request & data object creation
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Fig. 4. SDN context and IDLs distribution.

• Step 1 - The Domain OSS/BSS (i.e., Cloud Operator)
requests an E2E CS defining the source and destination
(domain, node and SIP identifiers) and the desired
capacity (e.g., as other values are accepted, GHz is the
expected).

• Step 2 - The PDL-Transport Manager does a first check
on the SIP availability by checking if they are already
used. If so, the Domain OSS/BSS is informed about it
and the E2E CS deployment finished. Otherwise, the
E2E CS data object is created.

2. Action 2 - Path Computation (Routing & Spectrum Assign-
ments)

• Step 3 - The PDL-transport Manager checking for a set
of possible routes between the source and destination
nodes using the local E2E graph.

• Step 4 - The shortest one is selected and the nodes
information are mapped to the SIPs and internal NEPs
information.

• Step 5 - With the chosen SIPs and internal NEPs, the
PDL-transport Manager checks if they all have a com-
mon spectrum available with the requested capacity.

• Step 6/7 - If a common spectrum is found, a set of
Domain CSs is defined to be deployed to compose the
E2E CS. Otherwise, steps 4 and 5 are started again to
search for the following route possibility, always from
shortest to the longest one.

3. Action 3 - Connectivity Services Creation

• Step 8 - The PDL-transport Manager reads the list of
Domain CSs and if they belong to the local PDL-SDN

peer, the Domain CS request is sent to the Transport
SDN Controller (Transport SDN Ctlr. in Fig.5) below.

• Steps 9/10 - The local Transport SDN Controller de-
ploys the Domain CS and confirms it back to the PDL-
transport Manager.

• Step 11/12/13 - If the Domain CS belongs to another
PDL-SDN peer, a Blockchain transaction with the Do-
main CS information (i.e., domain SIPs, capacity and,
when using the transparent abstraction model, the in-
ternal links) is generated and distributed to all the
other peers.

• Step 14/15 - Only the owner of those resources takes
the transaction, maps it and forwards it to its local
Transport SDN Ctrl. below to deploy the Domain CS.

• Step 16 - At the same time of step 14 and 15, the PDL-
transport Manager confirms that the transaction has
been taken on.

• Step 17 - Once the Domain CS is ready, the Transport
SDN Ctrl. informs its upper PDL-transport Manager
which generates a new Blockchain transaction.

• Steps 18/19/20 - The new Blockchain transaction with
the updated Domain CS information is distributed.

• Step 21 - Only the E2E CS owner processes the trans-
action with the updated Domain CS information and
confirms its reception.

4. Action 4 - E2E CS Confirmation

• Step 22 - The E2E CS data object information is up-
dated with the latest Domain CS status (i.e., ready).
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Fig. 5. E2E Network Slice deployment.

• Step 23 - The Domain OSS/BSS is informed about the
requested E2E CS being deployed and available to be
used.

Finally, the process to terminate an E2E CS is not illustrated
because it follows a simpler procedure. Once a terminate request
is received, the PDL-transport Manager checks the multiple Do-
main CSs information composing the E2E CS and generates a
set of Blockchain transactions (one per Domain CS) with the
necessary information to terminate them (i.e., Domain CS iden-
tifier and PDL-SDN peer address owner). Once the Domain
CSs are terminated and the E2E CS owner is informed about
it, the resources availability is updated and distributed to the
Blockchain for future E2E CSs.

5. EXPERIMENTAL VALIDATION

This section presents the designed use case and the resulting
abstractions, then it describes the implemented architecture and,
finally, the results obtained are discussed.

A. Use Case Description

In order to experimentally validate the presented Blockchain-
based SDN architecture (i.e., the SDN Controller with the PDL-
transport Manager module), a network of four optical domains
was designed and each one of them is managed by its own SDN
Controller. Each optical domain had a different number of nodes
and none of their internal context and topologies was equal to
the others. Fig. 6 shows the complete E2E network topology
resulting of each abstraction procedure. On the top right, there
is the E2E transparent abstracted topology which is exactly as
the originally defined E2E topology (top left). On the bottom left,
the VLink E2E abstracted topology and finally, on the bottom
right, the VNode E2E abstracted topology.

The interesting point of our use case is that, as previously ex-
plained, each PDL-transport Manager has a vision of the whole
E2E topology but it cannot directly request Domain CSs except
to its local SDN Controller below. Regarding the Domain CS
in other domains, it must distribute them to all the Blockchain
peers and the right domain owner will take the newly arrived
event and create the desired Domain CS. The only common net-
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Fig. 6. Graphs representation of the original and the ab-
stracted network topologies.

work resources in the three abstraction cases are the IDLs (i.e.,
Domain 1 to Domain 2, Domain 1 to Domain 3, etc.) among the
optical domains.

B. Testbed Architecture
An environment (Fig. 7) was created to properly create a set
of four different optical domains, each with its PDL-Transport
manager on top, as introduced in section 5A.

At the top of everything there is a Blockchain network cre-
ated using Ganache [15]. Ganache is an Ethereum-based [16]
emulator that allows an easy and fast configuration and creation
of a Blockchain network. It also allows to define multiple as-
pects such as the number of peers, the amount of Ether (i.e.,
Ethereum’s cryptocurrency) per peer and others. The reasons
to select Ganache as part of the testbed environment were: a) it
allowed to build a Blockchain system able to accept and manage
SCs without the need of applying long configuration actions in
only few seconds, b) it allowed to have the complete environ-
ment, together with the rest of the described use case (i.e., optical
SDN Controllers) and finally, c) Ganache has the capability to
keep logs and a list of the Blockchain transactions, allowing a
smooth PDL-transport Manager module development, integra-
tion and testing with the rest of the environment.

The use of Ganache means that the Blockchain selected in
the experimental phase was a standard implementation of an
Ethereum network. This implies that the consensus mechanism
[17] used is the "de facto" Proof of Work (PoW) and the incentives
for the Blockchain peers to participate in the network are the
standard values defined in [18].

With the complete Blockchain and SDN optical domains en-
vironment ready, the next step is the creation and deployment of
the SC. The SC was developed and deployed into the Blockchain
using the Remix Integrated Development Environment (IDE)
which is one of the sub-projects composing the Remix Project
[19]. Remix IDE is an open source web and desktop application
that makes the design and development process of SCs faster
and lighter than other similar options. REMIX IDE was used to
write the previously presented SC using the Solidity language
(e.g., a high-level and object-oriented language). One of the most
powerful tools from Remix IDE is the simplicity of deploying the
written SCs to the Blockchain system. In order to communicate
the PDL-transport Manager with the Blockchain, Remote Proce-
dure Calls (RPC) were done using the python web3 library [20]
which is specially dedicated to interact with Ethereum-based

Fig. 7. Testbed architecture.

Blockchains.
Finally, an SDN-controlled disaggregated optical network

simulator [21] was used to define and create the optical trans-
port domains with an SDN-Controller on top ready to receive
requests to either manage (Domain) CSs and to retrieve the SDN
domain context using the T-API data model. Moreover, it is
deployed using docker which ensures the isolation of the optical
domains as if they would be physically deployed in different
geographical locations.

C. Experimental Results

This subsection presents the results gathered from the multiple
tests done using the different abstraction models applied on the
designed network illustrated in Fig. 6. This subsection aims
to compare each abstraction model performance used in terms
of the time delay and the costs of managing the information
volumes for each abstraction model in the Blockchain system.
The results are presented using column graphs and each column
is one of the three abstraction models; black for the transparent,
gray for the VLink and white for the VNode.

Before discussing the results and in order to understand
them better, it is important to be aware of the units used to
study the costs results. Due to the fact of using an Ethereum-
based Blockchain, each transaction generated requires an ele-
ment called "Gas" to be processed. Gas [22] is referred to as the
unit to measure the computational cost of a transaction in the
Blockchain system. This cost depends on the amount of data
within the transaction and the processes done with the SC action
applied to the transacted data. So, the higher the amount of
information and the number of code actions to be applied, the
higher the cost will be.

Regarding the results associated to the E2E CS deployment
time in Fig.8. The first aspect to take into consideration is the
high values of the total time needed in all three abstraction
models. Compared with the values presented in [2], the main
reason for the increment in the deployment time is due to the
times values of the second, third and fourth columns in Fig.8
which belong to: a) the time to get the IDLs information from the
Blockchain and compose the data object, b) the time to compose
the SDN Context data object and check if the selected resources
are available and finally, c) the time to update the selected re-
sources in the Blockchain. Checking the worst case (i.e., trans-
parent model - blue columns), all these four time values give a
total value of 384.405s which represents a 94.23% of the overall
E2E CS deployment time, leaving 22.521s for the E2E CS data
object creation and update and the Domain CS deployment com-
posing the E2E CS. A similar behaviour is illustrated in Fig.9
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Fig. 8. E2E CS deployment time delay.

Fig. 9. E2E CS terminate time delay.

when terminating an E2E CS. The high values are due to the IDL
composition and the update of the used (now free) resources in
the Blockchain. In the E2E CS terminate case, there is no "SDN
Composition" column as it was only necessary to update the
specific SIPs and NEPs elements in the Blockchain, not like in
the E2E CS deployment case where it was necessary to have all
the SDN resources composed to find those that could ensure the
spectrum continuity. When comparing the transparent abstrac-
tion model to deploy an E2E CS with the other two models, a
time difference of 75.75% (Fig.8) is obtained compared with the
VNode and a 38.42% compared with the VLink model. In the
case of the terminate action, the difference becomes even bigger
with a 129.61% (Fig.9) difference between the transparent and
the VNode models and a 17.11% between the transparent and
the VLink models.

From the costs point of view, the total mean value costs to
complete an E2E CS deployment and terminate actions are pre-
sented in Figs.10 and 11, respectively. Both figures show the
five procedure steps that generate transactions in the Blockchain.
These steps are : a) requesting a Domain CS deployment or
termination, b) updating the Domain CS data object once the
action is done, c) updating the spectrum in the internal NEPs
used, d) updating the spectrum in the SIPs used within the cor-
responding optical domain context and, finally, e) updating the
IDLs information regarding the SIPs used. As illustrated in both
figures, the step with the highest cost is the one associated to
the SIPs update. This is due to the need of finding the specific
element among all the SIP elements. But the main difference be-
tween the two procedures is the distribution cost of the Domain
CS deployment and termination requests. While the Domain CS

Fig. 10. E2E CS deployment cost.

Fig. 11. E2E CS terminate cost.

deployment request (first column in Fig.10) generates a trans-
action with multiple information parameters (i.e., uuid, SIPs,
spectrum, etc.), the transaction generated for the Domain CS ter-
mination request (first column in Fig.11) only needs the Domain
CS uuid. In both procedures, the results present the behaviour
expected with the transparent model being more expensive than
the other two models. For example, comparing the transparent
abstraction model to deploy an E2E CS with the other two mod-
els, a cost difference of a 60.83% (Fig.10) is obtained compared
with the VNode and a 8.06% compared with the VLink model.
In the case of the terminate action, the difference is bigger with
a 93.01% (Fig.11) difference between the transparent and the
VNode models and an 11.04% between the transparent and the
VLink models. In addition to the amount of information in the
initial Domain CS requests, another aspect that influenced the
total values presented is the non-usage of NEP resources when
deploying/terminating E2E CS in the VNode model. As it can
be seen in the third column of both figures, the cost is equal to 0.

6. CONCLUSIONS

Blockchain is a technology which is already present in multiple
and different fields and its usage will be increased in the near
future. Optical networks are not that different and aim to use
Blockchain in order to improve multiple aspects such as their
security, the control plane management and others. This article
presented a new module to avoid the full management central-
ization of multiple operators optical SDN domains by proposing
an extension of the common SDN architecture.

To accomplish this, the new module, called PDL-transport
Manager, allowed an optical SDN Controller to become part of a
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Blockchain network in which each peer shared a set of optical
resources to create E2E CSs across the different optical transport
domains. Moreover, this article focused on the use of three
abstraction models defining different levels of shared resources
information and compared them to validate their performance
in a Blockchain system. The SDN domain resources distributed
in the Blockchain were structured using T-API data model as it
allowed to easily define which information would be used for
each abstraction model.

The obtained results for all three abstraction models show the
expected relationship among them, with the transparent and the
VNode models having the highest and lowest time delay and
gas cost values respectively. According to these results, the best
choice to apply the designed Blockchain-based SDN architecture
to manage E2E CS in a collaborative way seems to be the VNode
abstraction model. Despite choosing this model, which implies
that many network resources details are hidden, it is still possible
to create E2E CSs. Moreover, this model might bring more
possibilities of improvement than the others, precisely due to
the reduced amount of information it deals with. In order to
have a fair comparison of all the three abstraction models, the
complete abstracted T-API context (i.e., the SIPs and the topology
with nodes, links and NEPs) was distributed and stored in the
Blockchain. For the transparent and VLink models, this action
is mandatory as these two models need to know these details.
However, the VNode deployment time results may be improved
by distributing and storing each domain context with only the
SIPs list available (i.e., fulfilling the T-API data model definition).
By doing so, the third column in Fig.8 would be reduced and so
would the total deployment time.

Finally, future tasks are planned to check how to improve the
previously described results, especially in terms of the time delay.
To do so, one possibility the authors foresee are: a) to modify
the characteristics of the Ethereum Blockchain used or use a
different Blockchain solution with the same abstraction models
to compare the new results with those presented in the current
article, b) to reduce the T-API context information necessary to
request the Domain CS that allow to compose the E2E CS and
finally, c) to consider a distributed RSA procedure in which each
PDL-transport Manager is responsible to distribute its available
resources (i.e., routes and their spectrum). Allowing to any
peer requesting an E2E CS to compose the E2E route based on
the available resources without having to do a complete RSA
procedure.
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