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Abstract—Correspondence identification is a critical capability
for multi-robot collaborative perception, which allows a group of
robots to consistently refer to the same objects in their own fields
of view. Correspondence identification is a challenging problem,
especially caused by non-covisible objects that cannot be observed
by all robots and the uncertainty in robot perception, which have
not been well studied yet in collaborative perception. In this work,
we propose a principled approach of regularized graph matching
that addresses perception uncertainties and non-covisible objects
in a unified mathematical framework to perform correspondence
identification in collaborative perception. Our method formulates
correspondence identification as a graph matching problem in the
regularized constrained optimization framework. We introduce a
regularization term to explicitly address perception uncertainties
by penalizing the object correspondences with a high uncertainty.
We also design a second regularization term to explicitly address
non-covisible objects by penalizing the correspondences built by
the non-covisible objects. The formulated constrained optimiza-
tion problem is difficulty to solve, because it is not convex and it
contains regularization terms. Thus, we develop a new sampling-
based algorithm to solve our formulated regularized constrained
optimization problem. We evaluate our approach in the scenarios
of connected autonomous driving and multi-robot coordination in
simulations and using real robots. Experimental results show that
our method is able to address correspondence identification under
uncertainty and non-covisibility, and it outperforms the previous
techniques and achieves the state-of-the-art performance.

I. INTRODUCTION

Multi-robot systems have been attracting a significant atten-
tion over the past decades due to their reliability, parallelism,
and scalability to address large-scale problems [8, 15, 62]. As
one of the essential abilities of multi-robot systems, collabora-
tive perception enables shared awareness and understanding of
the surrounding environment among the robots, which plays an
important role in a variety of real-world applications, including
robot-assisted search and rescue [36, 52, 53, 51], connected
and autonomous driving [60], collaborative manufacture [17],
and multi-robot localization and mapping [2, 48].

Correspondence identification is a core task in collaborative
perception, with the goal of identifying the same objects (thus
deciding the correspondences) observed by two robots in their
own fields of view [21, 30, 39, 57, 22]. For example, as
shown in Figure 1, if two connected vehicles want to share
information of other vehicles and road conditions, they first
need to identify street objects’ correspondence in order to
correctly refer to the same objects. In another example, if a
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Fig. 1. A motivating example of correspondence identification with non-
covisible objects under uncertainty for multi-robot collaborative perception.
Before two connected autonomous vehicles share information of street objects,
they must identify the correspondence of these objects, while addressing non-
covisible objects and perception uncertainty, in order to correctly refer to the
same objects from their own fields of view.

robot wants to acquire information of a target from another
robot, correspondence must be identified to ensure that both
robots refer to the same target. Due to the importance of cor-
respondence identification, a variety of methods were recently
implemented to address this problem. The first category of
methods decide correspondence via calculating the appearance
similarity of a pair of objects, e.g., based on visual features
for appearance matching [13, 24]. The second category of
methods employ synchronization algorithms to identify circle-
consistent associations among objects [2, 20, 29, 58], which
synchronize associations of the same objects observed from
multiple views. The third category of methods are based on
spatial and geometric information, e.g., using linear assign-
ment [44], quadratic assignment [14, 40], and high-order graph
matching [12, 18, 49].

Correspondence identification is a challenging task to solve
in collaborative perception, because robots often observe a part
of the environment from different views, and because multiple
objects observed by these robots may look similar or identical.
Specifically, although previous methods demonstrated encour-
aging results, two challenges in correspondence identification
have not been well studied yet. This first challenge is resulted
from non-covisible objects, which are those objects that cannot
be observed by all robots, but are only observable by a subset
of robots. Due to occlusion and robot’s limited field of view,



non-covisible objects in collaborative perception are common.
The non-covisible objects often greatly affect correspondence
identification, since not all objects observed by multiple robots
have a correspondence. The second challenge is resulted from
uncertainty in perception. For example, attributes (e.g., visual
or semantic features) extracted to describe objects can be noisy
and ambiguious for correspondence identification. In addition,
object positions (e.g., estimated by depth estimation algorithms
[33]) used to compute spatial relationships of the objects often
show a deviation from their real positions and are noisy.

In this paper, we introduce a novel regularized graph match-
ing method to address the task of correspondence identification
with non-covisible objects under uncertainty for collaborative
perception. We use a graph representation to represent multiple
objects observed by a robot. Each node denotes an object and
is associated with an attribute vector, and the edges among
the nodes are used to describe the spatial relationships among
the objects. Then, we formulate correspondence identification
as an optimization-based graph matching problem. In order to
address non-covisible objects, we design a new regularization
term over the number of identified correspondence to penalize
the correspondence constructed by the non-covisible objects.
In order to address uncertainty in the attributes and positions of
the objects, we propose another regularization term to penalize
the correspondence of objects with high attribute and position
uncertainties and promote the correspondence of objects with
low uncertainties.

The key contribution of this paper is the introduction of the
first principled approach that addresses perception uncertainty
and non-covisible objects in a unified mathematical framework
to perform correspondence identification in collaborative per-
ception. Specific novelties of the paper include:
• We introduce a novel regularized graph matching method

for correspondence identification under perception uncer-
tainty with non-covisible objects. Our approach integrates
perception uncertainty into the graph representation, and
uses two new regularization terms to reduce the influence
resulted from uncertainty and non-covisibility.

• We implement an effective new optimization algorithm
to solve the formulated constrained optimization problem
that is challenging to solve as the problem is non-convex
and contains two regularization terms.

As a practical contribution, we provide one of the first datasets
in order to study the problem of correspondence identification
with non-covisible objects in collaborative perception.

II. RELATED WORK

A. Correspondence Identification

Existing methods can be grouped into three categories based
on appearance, synchronization, and spatial relationship.

Appearance-based identification identifies correspondences
based on appearance similarities, which can be further divided
intro three subgroups using keypoints, visual appearances and
semantic attributes, respectively. Keypoint-based methods are
commonly used in matching adjacent frames in simultaneous

localization and mapping (SLAM) using key-points SIFT [19],
ORB [45] and 3D keypoints [6]. Furthermore, to identify same
individual objects with changing appearances, visual features
[64] and attribute features [65] are used for re-identification.

Synchronization-based identification recognizes correspon-
dences of objects from multiple views by satisfying the circle-
consistent constraint [20]. Synchronization-based methods can
be divided into three subgroups, based upon convex relaxation,
spectral relaxation and graph clustering. The convex relaxation
methods formulate multi-view correspondence identification as
a semidefinite problem [7], which can be relaxed to be convex
[29] and solved using a convex optimization solver [66]. The
spectral relaxation methods also formulate it as a semidefinite
problem and compute approximated solutions based upon top-
rank eigen-vectors decomposed from the original formulation
[43, 50]. The graph clustering methods formulate the multi-
view object correspondence problem as graph clustering that
is solved, e.g., by graph cut [20] or k-means [61].

Spatial correspondence identification uses spatial relation-
ships of objects to identify their correspondences. For example,
iterative closest points (ICP) is a technique commonly used to
associate dense points [54]. Correspondence identification is
also formulated as a linear assignment problem solved by the
Hungarian [1] or Sinkhorn algorithm [59], and a quadratic as-
signment problem that considers distances between the objects
[14, 40]. Recently, angular relationships among the objects are
also used for correspondence identification, with a formulation
of hypergraph matching that is solved by reweighted random
walk [12, 38], tensor block coordinate ascent [49], and Monte
Carlo Markov Chain (MCMC) [55].

The appearance and synchronization-based methods require
that the object appearance in multiple views must be unique,
which cannot well address the scenarios when multiple objects
look identical or the same object looks different from different
views. Furthermore, most spatial-based methods assume that
non-covisible objects only exist in one of the multiple views,
but in not all views. Finally, existing methods cannot address
perception uncertainty together with non-covisible objects for
correspondence identification.

B. Uncertainty in Perception

Uncertainty in robot perception is traditionally computed as
the variance of probability distributions [56]. A widely applied
method to address uncertainty is to compensate it by designing
an uncertainty model, e.g., applying a sensory uncertainty field
for multi-camera tracking [5], modeling odometry uncertainty
with fuzzy set for robot motion estimation [10], adding uncer-
tainty to robot joint positions to improve reliability estimation
[11], describing uncertainty in point clouds by Gaussian Mix-
ture Model (GMM) to compensate distortion [28, 41], applying
a multi-variate Gaussian distribution to model human joints
to improve pose prediction [25], and modeling uncertainty of
point cloud positions by regression for robot inspection [27].
Such traditional uncertainty models are generally designed for
specific robotics tasks.



Recently, Bayesian neural network (BNN) is widely adopted
to perform machine perception and quantify its uncertainty, in
a variety of applications including monocular depth estimation
and segmentation [33], camera localization [3, 33], and object
classification [34]. Uncertainty in machine perception based on
BNN is generally divided in two categories [16, 31]: epistemic
uncertainty and aleatoric uncertainty. Epistemic uncertainty is
defined as the ambiguity in the BNN learning model e.g., the
learning model cannot explain all training data. The epistemic
uncertainty can be calculated as the variance of the posterior
distribution of BNN model parameters. Aleatoric uncertainty
is defined as the ambiguity in training data [31] (e.g. caused by
over-exposed regions in images when performing monocular
depth estimation). The aleatoric uncertainty is computed as the
variance of the likelihood distribution of training data, which
can be obtained by sampling techniques, such as Monte Carlo
sampling [32], or variational inference [42].

We follow the same definitions of perception uncertainties,
and, for the first time, address them along with non-covisible
objects in a principled framework in order to enable correspon-
dence identification for multi-robot collaborative perception.

III. THE PROPOSED APPROACH

Notation. We write matrices using boldface capital letters,
e.g., M={Mi,j} ∈ Rn×m with Mi,j denoting the element in
the i-th row and j-th coloumn of M. Similarly, we also utilize
boldface capital letters to represent tensors (i.e., 3D matrices),
i.e., T={Ti,j,k} ∈ Rn×m×l. Vectors are written as boldface
lowercase letters v ∈ Rn. In addition, the vectorized form of
a matrix M ∈ Rn×m is represented as m ∈ Rnm, which is a
concatenation of each column in M into a vector.

A. Problem Formulation

We introduce a graph-based representation to address corre-
spondence identification. Given an observation of the environ-
ment sensed by a robot, we represent it using an undirected
graph G = {P,A,S}. The node set P = {p1,p2, . . . ,pn}
represents the positions of the objects, where pi = {x, y, z}
denotes the 3D position of the i-th object and n is the number
of objects observed by the robot. A = {a1,a2, . . . ,an}
denotes the set of attributes to encode appearance and semantic
characteristics of the objects, where ai is a vector of attributes
of the i-th object located at pi. S = {Sd,Sa} denotes the
spatial relationships among the objects. Sd = {sdi,j} denotes
the set of distance relationships between a pair of nodes, where
sdi,j , i, j = 1, 2, . . . , n, i 6= j denotes the distance between pi
and pj . Sa = {sai,j,k} denotes the set of angular relationships,
where sai,j,k = [θi, θj , θk], i, j, k = 1, 2, . . . , n, i 6= j 6= k is
the angles of the triangle constructed by node pi, pj and pk.
We consider the angular relationship as it is invariant to scale
variations and more robust to spatial deformations compared
to the distance relationship [18].

In collaborative perception, the objects observed by a pair
of robots in their own fields of view can be respectively repre-
sented with two graphs G = {P,A,S} and G′ = {P ′,A′,S ′}.
Given the graph representations, we can compute the similarity

of the objects’ appearance and spatial relationships to facilitate
correspondence identification.
• The attribute similarity is computed by

Ai,i′ =
ai · a′i′
‖ai‖‖a′i′‖

(1)

where Aii′ denotes the similarity between attribute vec-
tors ai ∈ A and a′i′ ∈ A′. The attribute similarities of all
objects represented by the two graphs can be denoted as
a matrix A = {Ai,i′} ∈ Rn×n′

, as shown in Figure 2(a).
• The distance similarity between two pairs of objects can

be calculated by

Dii′,jj′ = exp

(
− 1

γ
(sdi,j − sd

′

i′,j′)
2

)
(2)

where Dii′,jj′ is the similarity between distance sdi,j ∈ Sd
and distance sd

′

i′,j′ ∈ Sd
′
. We use an exponential function

parameterized by γ to normalize Dii′,jj′ ∈ (0, 1]. The
distance similarities of all pairs of objects represented by
two graphs are denoted by the matrix D = {Dii′,jj′} ∈
Rnn′×nn′

, as shown in Figure 2(b).
• The angular similarity between two triangles constructed

by three nodes in each graph is defined as follows:

Tii′,jj′,kk′ = exp

− 1

γ

∑
p∈i,j,k;q∈i′,j′,k′

∣∣cos(θp)− cos(θ′q)
∣∣ (3)

where Tii′,jj′,kk′ denotes the similarity between triangle
sai,j,k ∈ Sa and triangle sa

′

i′,j′,k′ ∈ Sa
′
. The angular sim-

ilarities of all objects encoded by the two graphs are de-
noted by the tensor T = {Tii′,jj′,kk′} ∈ Rnn′×nn′×nn′

,
as shown in Figure 2(c).

Then, we formulate correspondence identification as a graph
matching problem that integrates the similarities of the object
attributes and spatial relationships into a unified optimization
framework to identify correspondence of the objects observed
by a pair of robots in collaborative perception. Mathematically,
the problem formulation can be expressed as follows:

max
X

A>x+ x>Dx+T⊗1 x⊗2 x⊗3 x

s.t. X1n′×1 ≤ 1n×1,X
>1n×1 ≤ 1n′×1 (4)

where X ∈ Rn×n′
is the correspondence matrix, x = {xii′} ∈

{0, 1}nn′
is the vectorized form of X, with xii′ = 1 indicating

that the i-th object in G corresponds to the i′-th object in G′
(otherwise xii′ = 0), ⊗ denotes tensor product, ⊗l, l = 1, 2, 3
denotes multiplication between x and the mode-l matricization
of T [37], and 1 denotes a vector with all ones.

The objective function in Eq. (4) denotes the overall similar-
ity, given the correspondence matrix X. The first term denotes
the accumulated attribute similarity, the second term denotes
the accumulated distance similarity, and the third term denotes
the accumulated angular similarity of the objects encoded by
the pair of graphs. The constraints in Eq. (4) are introduced to
enforce each row and column in X to at most have one element
equal to 1, thus guaranteeing one-to-one correspondences.
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Fig. 2. Illustrations of the defined attribute similarity matrix A, distance similarity matrix D, angular similarity tensor T, and correspondence matrix X,
given two graphs that represent objects (e.g., UAVs and UGVs) observed by a pair of robots.

B. Addressing Uncertainty and Non-Covisibility

Based on our problem formulation in Eq. (4) that formulates
correspondence identification as an optimization problem, we
propose a novel solution by designing new regularization terms
to regularize the optimization in order to explicitly address the
challenges of uncertainty and non-covisibility, which have not
been well addressed for correspondence identification.

1) Addressing uncertainty: Mainly due to sensor resolution
limit and noise, measurement scenario variations, and percep-
tion model bias, uncertainty always exists in robot perception.

The uncertainty in object attributes is defined as the average
of the variances of individual elements in the attribute vector.
For example, when using semantic attributes, which are one of
the most widely used object attributes [23, 26], we can utilize
Bayesian neural networks (BNN) [31] to directly estimate the
attribute uncertainty. By sampling the posterior distribution of
the BNN model parameters, we can compute the variance of
the model parameters as the epistemic uncertainty that captures
the ambiguity in the BNN model. By sampling the likelihood
distribution of the predicted semantic labels, we can calculate
the variance of the semantic labels as the aleotoric uncertainty
that captures the ambiguity in data. Then, the uncertainty of the
semantic attributes can be computed as a sum of the epistemic
and aleatoric uncertainties.

Formally, we use vi to denote the uncertainty of the attribute
vector ai of the i-th object computed as the average of the vari-
ances of individual elements in ai, and v = [v1, v2, . . . , vn] to
represent the attribute uncertainties of all n objects encoded
by graph G. Given v and v′ from G and G′ respectively, the
attribute uncertainty matrix V is calculated as follows:

V = v ⊕ v′> (5)

where ⊕ denotes the kronecker plus [47], and V = {Vi,i′} ∈
Rn×n′

is the attribute uncertainty matrix, with Vi,i′ = vi +
vi′ indicating the uncertainty of using ai and a′i′ to compute
the attribute similarity Ai,i′ in Eq. (1). We consider Ai,i′ to
provide more important information if its uncertainty Vi,i′ has
a smaller value. Accordingly, we compute a weight matrix Wa

for the attribute similarity matrix A based on V:

Wa = exp

(
− 1

σ
V

)
(6)

where σ denotes the parameter of the normalization function,
and Wa = {Wa

i,i′} ∈ Rn×n′
is the weight matrix with Wa

i,i′

indicating the importance (in terms of certainty) of Ai,i′ .

The uncertainty in object positions is defined as the average
of the variances of pixel-level depth values of an object. When
only monocular visual observations are available, BNNs can
be used to estimate the depth values, which are able to directly
provide the uncertainty. Similarly, this uncertainty is a sum of
the epistemic uncertainty in the BNN model and the aleotoric
uncertainty in the data. Mathematically, we use ui to denote
the position uncertainty of the i-th object, which is calculated
as the average of the variances of the object’s depth values, and
u = [u1, u2, . . . , un] to represent the position uncertainties of
all objects by G. Given u and u′ from G and G′ respectively,
the position uncertainty matrix U is computed by:

U = u⊕ u′> (7)

where U = {Ui,i′} ∈ Rn×n′
with Ui,i′ = ui+ u′i′ indicating

the position uncertainty of a pair of objects.
According to Eq. (2), we can compute the similarity Dii′,jj′

between distance sdi,j ∈ Sd and distance sd
′

i′,j′ ∈ Sd
′

based on
the object positions, and similarly, we assume that Dii′,jj′ has
a larger weight if it has a lower uncertainty. This weight matrix
Wd of the distance similarity matrix D can be calculated as:

Wd = exp

(
− 1

σ

(
U⊕U>

))
(8)

where Wd = {Wd
ii′,jj′} ∈ Rnn′×nn′

, and Wd
ii′,jj′ represents

the importance of Dii′,jj′ and is computed based on two pairs
of objects. Similarly, we compute the importance tensor Wt

of the angular similarity tensor T in Eq. (3) as follows:

Wt = exp

(
− 1

σ

(
U⊕

(
U⊕U>

)>))
(9)

where Wt = {Wt
ii′,jj′,kk′} ∈ Rnn′×nn′×nn′

, and Wt
ii′,jj′,kk′

is the weight (in terms of certainty) of the angular similarity
Tii′,jj′,kk′ between triangles sai,j,k ∈ Sa and sa

′

i′,j′,k′ ∈ Sa
′
.

Then, the weights Wa, Wd, and Wt are utilized to encode
the importance of the similarities in A, D, and T, in order to
make the method to rely more on the similarities with a lower
uncertainty for correspondence identification:

max
X

(A ◦Wa)>x+ x>(D ◦Wd)x+T ◦Wt ⊗1 x⊗2 x⊗3 x

s.t. X1n′×1 ≤ 1n×1,X
>1n×1 ≤ 1n′×1 (10)

In addition, we introduce a new regularization term over the
correspondence matrix X to control the sum of uncertainties.



Intuitively, if two objects have larger uncertainties, it may still
be inappropriate to match them, even though they have a large
similarity score. This regularization term can be integrated into
our problem formulation in the unified regularized optimiza-
tion framework:

max
X

(A ◦Wa)>x+ x>(D ◦Wd)x+T ◦Wt ⊗1 x⊗2 x⊗3 x

− λ1||(V +U) ◦X||2

s.t. X1n′×1 ≤ 1n×1,X
>1n×1 ≤ 1n′×1 (11)

where ◦ is entry-wise product. The regularization term ||(V+
U)◦X||2 denotes the overall attribute and position uncertainty
given X. The hyper-parameter λ1 is introduced to balance the
maximization of the overall similarity and the minimization of
the overall uncertainty.

2) Address non-covisibility: Non-covisible objects usually
significantly increase the number of incorrect correspondences,
because an object observed by one robot may not be observed
by other robots (e.g., due to limited field of view or occlusion),
and thus correspondences may not exist. In order to explicitly
address this issue, we introduce the regularization term ||X||2
to reduce the number of correspondences:

max
X

(A ◦Wa)>x+ x>(D ◦Wd)x+T ◦Wt ⊗1 x⊗2 x⊗3 x

− λ2||X||2

s.t. X1n′×1 ≤ 1n×1,X
>1n×1 ≤ 1n′×1 (12)

where λ2 is the hyper-parameter to balance the overall similar-
ity and the regularization term. When the number of identified
object correspondences increases, both the value of ||X||2 and
the overall similarity increase. One correspondence is added to
X only if the increase of the overall similarity caused by the
newly added correspondence is larger than the penalty resulted
from the regularization. Accordingly, correspondences among
non-covisible objects often having smaller similarities are less
likely to be added to X, and co-visible objects that have larger
similarities are more likely to be added to X and identified.

In summary, after integrating both regularization terms into
the unified mathematical framework of regularized constrained
optimization, our final graph matching formulation to address
correspondence identification with non-covisible objects under
uncertainty becomes:

max
X

(A ◦Wa)>x+ x>(D ◦Wd)x+T ◦Wt ⊗1 x⊗2 x⊗3 x

− λ1||(V +U) ◦X||2 − λ2||X||2

s.t. X1n′×1 ≤ 1n×1,X
>1n×1 ≤ 1n′×1 (13)

C. Optimization Algorithm

Since the proposed constrained optimization formulation in
Eq. (13) is a non-convex problem and has regularization terms,
the commonly used optimization methods for graph matching,
e.g., based upon reweighted random walks [12, 38], cannot be
directly utilized to solve the problem. Thus, we design a new
heuristic optimization algorithm based on Markov chain Monte
Carlo (MCMC) sampling [55].

Algorithm 1: The proposed solver to solve the formu-
lated non-convex regularized constrained optimization
problem in Eq. (13).

Input : T ∈ Rnn′×nn′×nn′
, D ∈ Rnn′×nn′

, and
A,U,V ∈ Rn×n′

Output : x ∈ {0, 1}nn′

1: Initialize y ∈ {0, 1}n (belongs to G) and T ;
2: while T > Tf do
3: Compute the active node distribution q(y→ ŷ) in Eq.

(16);
4: Sample y from q;
5: Calculate the acceptance ratio α(y→ ŷ) in Eq. (17);
6: if α(y→ ŷ) > ε then
7: y→ ŷ;
8: if P (ŷ) > P (y) in Eq. (14) then
9: Calculate x∗ in Eq. (15);

10: Update state y = ŷ;
11: end
12: end
13: T = ξT ;
14: end
15: return x∗

We construct a Markov chain on the state space Y = {y|y ∈
{0, 1}n}, whose stationary distribution describes the matching
objects, and y denotes a subset of the objects in graph G; if
yi = 1, we set the i-th object as active and use it for graph
matching. Then, we convert the problem in Eq. (13) to the
following:

P (y) = exp((A ◦Wa)>π(y) + π(y)>(D ◦Wd)π(y)

+T ◦Wt ⊗1 π(y)⊗2 π(y)⊗3 π(y)

− λ1||(U+V) ◦ π(y)||2)− λ2||π(y)||2 (14)

where π(y) ∈ Rnn′
denotes the correspondences given active

nodes on Y , and P (y) denotes the overall similarity given the
correspondences. Formally, π(y) is computed as follows:

π(y) = max
X

(A ◦Wa)>x+ x>(D ◦Wd)x

+T ◦Wt ⊗1 x⊗2 x⊗3 x

s.t.
∑
i

Xij = 1, if yi = 1∑
j

Xij = 0, if yi = 0

X1n′×1 ≤ 1n×1,X
>1n×1 ≤ 1n′×1 (15)

Given the active nodes encoded by y, the first two constraints
restrict X to only include correspondences by the active nodes,
and the final correspondences is obtained from solving π(y).

In order to select optimal active nodes encoded by state y,
we design the rule to iteratively update y:

q(y, ŷ) =


α exp

(
− 1
γ

(
ŷ> (v + u)

))
||ŷ||1 = ||y||1 + 1

(1− α) 1
||y||1 ||ŷ||1 = ||y||1 − 1

0 otherwise
(16)



where q(y, ŷ) denotes the transition distribution to update y to
ŷ, and ŷ is obtained by sampling from the distribution q(y, ŷ).
There are two modes to update ŷ based on q(y, ŷ), including
adding one active node ||ŷ||1 = ||y||1 + 1, and deleting one
active node ||ŷ||1 = ||y||1−1; otherwise the probability equals
to 0. The mode selection is controlled by α, which is set to
0.5, meaning that there is a 50% probability to add or delete
one active node from y in each update.

When adding an active node, we select nodes with a small
uncertainty in order to use low-uncertainty nodes to compute
the correspondence. Accordingly, the attribute uncertainty v
and position uncertainty u are used to compute the probability
of adding an active node when updating ŷ. If the uncertainties
are high, the probability of updating to ŷ is low. The proba-
bility of deleting a node from y follows a uniform distribution
decided by the number of active nodes, meaning that all active
nodes are treated equally during deletion.

In addition, to ensure that the Markov chain converges to a
stable distribution, the state update in Markov chain should be
subject to the detailed balance condition [9], which means the
the designed Markov chain is reversible. According to [55],
the acceptance ratio of state update is designed as:

α(y, ŷ) = min

(
P (ŷ)q(ŷ,y)

P (y)q(y, ŷ)
, 1

)
(17)

The proposed algorithm is shown in Algorithm 1. The end
condition is controlled by the annealing temperature T , and
the algorithm stops if T reduces to a predefined value Tf with
the annealing rate ξ.

Complexity. The complexity to solve the optimization prob-
lem in Eq. (11) is O(n6), which is dominated by T. When we
apply a nearest neighborhood search to compute local matches,
the complexity reduces to O(n2k), where k is the number of
nearest neighborhoods. In this paper, we set k = n2 and reduce
the complexity to O(n4).

IV. EXPERIMENTAL RESULTS

A. Experiment Setup

We utilize both robotics simulations and physical robots to
evaluate our method for correspondence identification in multi-
robot collaborative perception in the three scenarios, including
simulated connected autonomous driving (CAD), simulated
multi-robot coordination (S-MRC), and real-world multi-robot
coordination (R-MRC)1. Each of the datasets includes 50 pairs
of video instances with each video lasting around 5 seconds.
Each video instance includes a pair of monocular RGB images
observed by two robots from different viewpoints, as well as
the ground truth of object correspondence that is obtained from
the simulations (CAD and S-MRC) or the QR code (R-MRC).
We use the attribute features from [35], and their uncertainties
are obtained from BNN models [31], as shown in Figure 3(b).
Object positions are computed from depth estimation [31] and
the position uncertainties are also obtained from BNN models,
which are shown in Figures 3(c) and 3(d), respectively.

1The datasets are available at: http://hcr.mines.edu/project/civr.html.

We adopt precision and recall as metrics to evaluate the
performance of correspondence identification, following [55,
63]. Given the correspondences of covisible objects, precision
is defined as the ratio of correspondences of co-visible objects
over all retrieved correspondences, and recall is defined as
the ratio of the retrieved correspondences of co-visible objects
over all ground truth correspondences of co-visible objects.

We implement the full version of our approach that includes
both regularization terms to explicitly address uncertainty and
non-covisibility with hyper-parameters λ1 = 0.1 and λ2 = 0.4.
They are decided using sensitive analysis in our experiments.
Intuitively, non-visibility is a more severe challenge for cor-
respondence identification, as non-visibility results in missing
data. Uncertainty is mainly caused by noise in the input data,
and is less severe than non-visibility. This explains why λ2
is greater than λ1 in general. In addition, we implement two
baseline methods by setting λ1 = 0 that only uses the non-
covisibility regularization without considering uncertainty, and
by setting λ2 = 0 that only uses the uncertainty regularization
without considering non-covisibility.

Also, for comparison, we implement six previous correspon-
dence identification techniques based on object appearance or
spatial information. In terms of the spatial-based methods, we
implement (1) pairwise graph matching RRWM [14] that uses
the distance similarity to identify correspondences, (2) iterative
closest point ICP [4] that iteratively minimizes the distances
of two graphs, two hypergraph matching techniques, including
(3) BCAGM [49] and (4) RRWHM [38] that use angular spa-
tial relationships of the objects to identify correspondences. To
compare with the attribute-based methods, (5) we implement
a CNN-based attribute learning and matching approach for
object re-identification (ReId) [65], and (6) an approach based
upon multi-order similarities (MOS) [12] that consider both
appearance and spatial relationships.

B. Results on Connected Autonomous Driving Simulations

Various street objects are contained in the CAD simulation,
including different vehicles, pedestrians, traffic lights, and road
signs. The views from both connected vehicles contain strong
occlusions and large numbers of non-covisible objects.

The quantitative results are presented in Table I. We observe
that our complete approach outperforms two baseline methods,
indicating the benefit of addressing both perception uncertainty
and non-covisibility. Comparisons with the previous methods
are also presented in Table I. It is observed that distance-based
techniques (ICP and RRWM) perform badly, because of spatial
deformations of the spatial distances resulted from the posi-
tion uncertainty. The angular-based techniques (BCAGM and
RRWHM) achieve improved performance, since the triangle
relationships of objects are more robust to perspective changes.
ReId improves the performance by using attribute features of
objects, which is more robust to appearance variations. MOS
further improves the performance through integrating visual
and spatial information of objects. Our approach significantly
outperforms the previous methods because of its capability of

http://hcr.mines.edu/project/civr.html
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Fig. 3. Illustration of the image observed by a vehicle in CAD, attribute uncertainty, depth estimation, and position uncertainty. The numbers in Figures 3(b)
and 3(d) denote average attribute and position uncertainties for each object, respectively. In Figure 3(d), a warmer color within an object region indicates a
lower uncertainty.

integrating both attribute and spatial relationships, as well as
addressing uncertainty and non-covisible objects.

The qualitative results of our approach in CAD are presented
in Figure 4(c), which demonstrates that our approach correctly
identifies correspondences of street objects. For comparison,
we also include the qualitative results obtained by ReId and
MOS in Figure 4(a) and Figure 4(b), respectively. Since most
objects in this situation have similar appearance and attributes
(e.g., many white and gray vehicles), ReId cannot well identify
the object correspondences. Although MOS can identify most
correspondences of the objects, but the precision is low. The
reason is because that MOS always maximizes the number of
correspondences to obtain the highest similarity value, without
considering the non-covisible objects that cannot be matched.

In order to further evaluate the robustness of our approach,
we manually increase perception uncertainty in attributes and
positions of the objects, and then evaluate the result variations.
Specifically, given a uncertainty rate (i.e., 0-15%), we set the
uncertainty value to uncertainty × (1 + uncertainty rate).
The performance variations on precision and recall with re-
spect to different attribute and position uncertainty rate are
demonstrated in Figure 5. It is observed that the performance
of our proposed approach gradually decreases with small
fluctuations as the increase of the uncertainty rate in attributes
and positions. We also observe that our method obtains robust
performance with the uncertainty rate within 10%.

When running our approach on a Linux machine with an i7
3.0GHz CPU, 16G memory and no GPU, the execution speed
is around 5Hz, if n = 15 and 200 samplings are used. When
parallel MCMC-sampling [46] is applied, the execution speed
can be further improved to around 40Hz on an 8-cores CPU.

C. Results on Multi-robot Coordination Simulations

We evaluate our approach in multi-robot coordination simu-
lations. The object instances used in the simulations include a
team of Husky UGVs with identical appearances. The objects
are observed by another two robots with partially overlapped
views. This simulator is implemented by integrating Unity for
visualization with ROS for robot perception and control.

The qualitative results in S-MRC are shown in Figure 4(f).
It demonstrates that our approach is able to correctly identifies
correspondences of the UGVs from two views. Comparisons

TABLE I
QUANTITATIVE RESULTS OF OUR APPROACH, AND COMPARISONS WITH

PREVIOUS AND BASELINE METHODS IN CAD, S-MRC AND R-MRC.

Method CAD S-MRC R-MRC
Precision Recall Precision Recall Precision Recall

RRWM [14] 0.032 0.029 0.289 0.291 0.131 0.106
ICP [4] 0.061 0.069 0.302 0.311 0.089 0.116
BCAGM [49] 0.154 0.186 0.503 0.587 0.201 0.256
RRWHM [38] 0.161 0.173 0.524 0.592 0.219 0.221
ReId [65] 0.238 0.264 0.321 0.472 0.396 0.508
MOS [12] 0.571 0.681 0.641 0.658 0.559 0.702
Ours, λ1 = 0 0.611 0.641 0.678 0.661 0.563 0.708
Ours, λ2 = 0 0.608 0.684 0.685 0.688 0.565 0.711
Ours 0.659 0.718 0.701 0.711 0.575 0.723

with ReId and MOS are also presented in Figure 4. We observe
that ReId does not work well since most objects are identical;
the identical objects are matched by ReId purely based on their
processing order in the approach. The correspondence results
obtained by MOS has low precision because of the uncertainty
in positions. Our method correctly identifies covisible objects’
correspondences under uncertainty in the simulations.

The quantitative results in S-MRC are presented in Table I.
The table shows that the baseline method using the uncertainty
regularization without considering non-covisibility (λ2 = 0)
obtains better performance compared with the baseline method
without applying the uncertainty regularization (λ1 = 0) in this
scenario. This is because uncertainty is the main challenge in
S-MRC, due to the low resolution of observed images, the low
texture of the objects, and their long distance for the cameras.
By using both regularization terms, our full approach can still
improve performance. Quantitative comparisons with previous
techniques are also presented in Table I. It is observed that
our proposed approach outperforms the previous methods on
both precision and recall. The results demonstrate that, because
the S-MRC scenarios contain significant uncertainty, explicitly
addressing the uncertainties in attributes and positions of the
objects is necessary.

D. Results on Real-world Multi-robot Coordination

We perform additional evaluation on multi-robot coordina-
tion using physical robots. In R-MRC, the object instances are
different robots observed from different perspectives (overhead
view and side view), in which most of the robots have the same



(a) ReId [65] (b) MOS [12] (c) Our Approach

(d) ReId (e) MOS (f) Our Approach

(g) ReId (h) MOS (i) Our Approach

Fig. 4. Qualitative experimental results of our approach over CAD (first row), S-MRC (second row) and R-MRC (third row), and comparisons with the ReId
and MOS methods. Green lines denote correct correspondences, red lines denote incorrect correspondences; and yellow lines denote missing correspondences
(i.e., false negatives). [Best viewed in color.]
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Fig. 5. Robustness analysis of our approach with respect to the attribute and
depth uncertainties in the CAD simulations. The uncertainty rate denotes the
percentage of additional uncertainties added to object attributes and positions.

type with the identical appearance. The overhead view from a
drone can well observe the objects, but the side view obtained
by a ground robot has strong occlusions and a smaller field
of view. Also, since the objects cannot be well observed from
the side view, they are not well perceived, and the estimated
robot positions and attributes include significant uncertainties.

The qualitative results in R-MRC are demonstrated in Figure
4. The results indicate that ReId can identify unique objects
but can not identify the correspondences of identical objects.
MOS obtains an improved performance, but MOS still obtains
incorrect correspondences caused by the large uncertainty in
the estimated object positions. By addressing both attribute and
position uncertainties, our approach obtains the best results
on object correspondence identification in these experiments.
The quantitative results of correspondence identification in R-
MRC are listed in Table I. Since there exist several robots with
unique appearances in R-MRC, ReId correctly identifies their
correspondences, thus obtaining an improved result compared

to its result in S-MRC. On the other hand, methods (RRWM,
ICP, BCAGM, and RRWHM) based upon spatial relationships
do not perform well, because of the large uncertainty in object
positions. MOS that combines the attribute information with
spatial relationships obtains an improved result. By explic-
itly addressing perception uncertainties and the non-covisible
objects, our full approach obtains the best performance in the
experiments of multi-robot coordination using physical robots.

V. CONCLUSION

Correspondence identification is a critical ability for a group
of robots to consistently refer to the same objects within their
own fields of view. Perception uncertainties and non-covisible
objects are two of the biggest challenges to enable this ability.
We propose a novel regularized graph matching approach that
formulates correspondence identification as an optimization-
based graph matching problem with two novel regularization
terms to explicitly address uncertainty and non-covisibility.
Furthermore, a new sampling-based optimization algorithm is
implemented to solve the formulated non-convex regularized
constrained optimization problem. Extensive experiments are
conducted to evaluate our method both in robotics simulations
and using physical robots, in the applications of connected
autonomous driving and multi-robot coordination. The experi-
mental results have shown that our approach obtains the state-
of-the-art performance for correspondence identification with
non-covisible objects under uncertainty.
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