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Abstract—This paper considers a multi-way massive multiple-input
multiple-output amplify-and-forward relaying system, where single-
antenna users exchange their information-bearing signals with the
assistance of one relay station equipped with unconventionally many
antennas. The relay first estimates the channels to all users through the
pilot signals transmitted from them. Then, the relay uses maximum-
ratio processing (i.e. maximum-ratio combining in the multiple-access
phase and maximum-ratio transmission in the broadcast phase) to process
the signals. A rigorous closed-form expression for the spectral efficiency
is derived. We show that by deploying massive antenna arrays at the
relay and simple maximum-ratio processing, we can serve many users in
the same time-frequency resource, while maintaining a given quality-of-
service for each user.

Index Terms—Channel state information, massive MIMO, multi-way
relay networks.

I. INTRODUCTION

In multi-way relay networks, many users simultaneously exchange
their bearing information among them via the help of a single
sharing relay at the same time-frequency resource [1]. Multi-way
relay networks provide spatial diversity, and hence, they can scale up
the spectral efficiency of the system without increasing the system
complexity. In [2], the authors showed that the spectral efficiency of
multi-way relay networks is much higher than that of one-way or
two-way networks. Hence, these systems have been considered for
diverse applications, such as wireless conference and power control
in heterogeneous cellular networks, to name a few

Massive multiple-input multiple-output (MIMO), where a base
station equipped with hundreds of antennas serves many active users
in the same time-frequency resource, is considered as one of the
key candidates for next-generation wireless systems [3], [4]. In [3],
the authors showed that massive MIMO can substantially reduce
the effects of noise, small-scale fading and inter-user interference
by using simple linear processing, including maximum-ratio (MR)
or/and zero-forcing (ZF) techniques. In particular, the transmit power
of each user can be made inversely proportional to the number of
antennas at the base station. Furthermore, the performance of the
system can be scaled up noticeably without increasing the system
complexity.

Multi-way massive MIMO relay networks, which combine massive
MIMO and multi-way relaying technologies, have received research
interest recently [5]. This is because they can leverage the benefits
of both massive MIMO and multi-way relaying. Therefore, they are
considered as a strong candidate to offer a noticeable improvement
of spectral and energy efficiency [6], [7]. However, these works
consider ZF processing at the relay which involves a complicated
matrix inversion. Moreover, in massive MIMO, channel acquisition
is a critical problem, and hence, the issue of imperfect channel state
information should be taken into account.

Inspired by the above discussion, in this paper we consider a
multi-way massive MIMO with MR processing and imperfect channel
state information (CSI) under the amplify-and-forward (AF) protocol.

We note that when the number of antennas is large, ZF processing
scheme is much more complicated than MR processing technique
[8]. Most importantly, MR processing can be performed in in a
distributed fashion without large backhaul requirements. A complete
transmission protocol under time-division duplex (TDD) operation
is proposed. We derive a corresponding expression for the spectral
efficiency in closed-form. Based on this closed-form expression, the
effect of the number of relay antennas, imperfect channel estimation,
and the number of users is analyzed.

Notations: The superscripts (·)T , (·)∗, and (·)H denote the trans-
pose, conjugate, and Hermitian, respectively. The symbol ‖ · ‖
indicates the norm of a vector. The notations E{·} and Var{·} are
the expectation and the variance operators, respectively; [X]mn or
xmn denotes the (m,n)-th entry of matrix X, and IK is the K×K
identity matrix. Moreover, [X]k or xk denotes the k-th column of
matrix X.

II. SYSTEM MODEL

We consider a multi-way relaying massive MIMO system which
consists of one relay equipped with M antennas, and K single-
antenna users (M >> K). The K users exchange information with
each other with the help of the relay by sharing the same time-
frequency resource. The k-th user wants to decode all K− 1 signals
transmitted from other users. We make the assumption that all nodes
operate in the half-duplex mode and the direct links (user-to-user
links) do not exist due to the large obstacles and/or severe shadowing.
Denote by G the M × K channel matrix between the relay and
the K users. In addition, G models independent small-scale fading
(Rayleigh fading) and large-scale fading (geometric attenuation and
log-normal shadow fading). Also, we have that the channel coefficient
between the m-th antenna of the relay and the k-th user is defined
as

gmk = hmk
√
βk, (1)

where hmk ∼ CN (0, 1) represents the small-scale fading, and βk
represents the large-scale fading. In matrix form,

G = HD1/2, (2)

where H is an M ×K matrix, [H]mk = hmk and D is a K ×K
diagonal matrix, where [D]kk = βk.

The transmission leverages TDD operation, and is divided into
three phases: i) channel estimation; ii) multiple-access (MA); and iii)
broadcast (BC) phases.

A. Channel Estimation Phase

The relay node needs to know the channel for performing digital
signal processing. To do this, a part of coherence interval is used for
channel estimation. For each coherence interval of length T symbols,
all users simultaneously transmit pilot sequences of length τ symbols



to the relay. Let φφφk ∈ Cτ×1 be the pilot sequence sent from the k-
th user. We assume that φφφ1,φφφ2, . . . ,φφφK are unit norm vectors and
pairwisely orthogonal, i.e., φφφHk φφφk′ = 0 for k 6= k′. This requires that
τ ≥ K.

The M × τ received pilot matrix at relay is given by

YP =

K∑
k=1

√
τPpgkφφφ

H
k + Np =

√
τPp GΦH + Np, (3)

where Φ , [φφφ1,φφφ2, . . . ,φφφK ], Pp is the transmit power of each pilot
symbol, gk is the k-th column of G, and Np is the additive white
Gaussian noise (AWGN) matrix with i.i.d. CN (0, 1) components.

At the relay, we apply the minimum mean-square-error (MMSE)
technique to estimate the channel matrix G [10]. The MMSE channel
estimate of G is

Ĝ =
1√
τPp

YPΦD̃ =

(
G +

1√
τPp

Ñp

)
D̃, (4)

where D̃ ,
(

D−1

τPp
+ IK

)−1

and Ñp , NpΦ. From the property of

Φ, the elements of Ñp are i.i.d. CN (0, 1) random variables (RVs).
Let E be the estimation error matrix. Then,

G = Ĝ + E. (5)

From the property of MMSE estimation, Ĝ and E are independent.
We have Ĝ ∼ CN (0, D̂) and E ∼ CN (0,DE), where D̂ and DE

are diagonal matrices with

[D]kk = σ2
k =

τPpβ
2
k

τPpβk + 1
, and [DE]kk = σ2

e,k = βk − σ2
k. (6)

B. Multiple-Access Phase

In this phase, data is transmitted to the relay in the same time-
frequency resource from all users. The M × 1 received vector at the
relay is

yR =
√
PuGx + n, (7)

where x = [x1, . . . , xK ]T , with E
{
|xk|2

}
= 1, is the K × 1 signal

vector transmitted from the K users, n is an M × 1 AWGN vector
with i.i.d. CN (0, 1) components, and Pu is the transmit power of
each user. Then, the relay uses the channel estimate in the channel
estimation phase and employs the MR combining scheme as:

ỹR = ĜHyR. (8)

C. Broadcast Phase

In this phase, the relay spends K − 1 time-slots to transmit all
signals to K users. The relay employs the MR scheme to broadcast
a permuted version of ỹR at each time-slot [6]. The transmit signal
vector at the relay for the t-th (t = 1, 2, . . . ,K − 1) time-slot can
be expressed as

s
(t)
R =
√
α(t)Ĝ∗Π(t)ỹR =

√
Puα(t)A(t)x+

√
α(t)B(t)n, (9)

where Π(t) ∈ CK×K is the permutation matrix for time slot t given
as [6],

Π(t) =



0 1 0 · · · 0 0
0 0 1 · · · 0 0
...

...
...

. . .
...

...
0 0 · · · · · · 1 0
0 0 · · · · · · 0 1
1 0 · · · · · · 0 0



t

, (10)

A(t) = Ĝ∗Π(t)ĜHG, B(t) = Ĝ∗Π(t)ĜH . In (9), α(t) is the
normalization factor, chosen to satisfy a long-term power constraint
at the relay,

E
{∥∥∥s(t)R

∥∥∥2} = Pr. (11)

From (7), (8), (9), and (11) the normalization factor α(t) can be
expressed as

α(t)=
Pr

Pu

K∑
k=1

E
{∥∥[A(t)]k

∥∥2}+ M∑
m=1

E
{∥∥[B(t)]m

∥∥2} . (12)

Then, the K × 1 received signal vector at the K users in the t-th
time slot can be described as follows:

y(t)
u = GT s

(t)
R + w(t), (13)

and substituting (9) into (13), we obtain

y(t)
u =

√
α(t)PuG

TA(t)x +
√
α(t)GTB(t)n + w(t). (14)

III. SPECTRAL EFFICIENCY ANALYSIS

In this section, we analyse the spectral efficiency of the system.
More specifically, we derive a closed-form expression for the spectral
efficiency. Without loss of generality, we analyze the performance
of the system in the first time-slot. The performance analysis for
other time-slots follows the same methodology. Note that, hereafter,
if k = K, then we set k + 1 = 1 and k + 2 = 2; if k = 1, then we
set k − 1 = K; and if k = 2, we set k − 2 = K.

In the first time-slot, the k-th user wants to detect the signal xk+1

transmitted from the (k + 1)-th user. From (14), the received signal
in the first time slot for the k-th user is described by

y
(1)
u,k =

√
α(1)Pu gTk a

(1)
k+1xk+1 +

√
α(1)Pu

K∑
i=1

i6=(k+1)

gTk a
(1)
i xi

+
√
α(1)

M∑
m=1

gTk b(1)
m nm + w

(1)
k (15)

=
√
α(1)PuE

{
gTk a

(1)
k+1

}
xk+1︸ ︷︷ ︸

desired signal

+ Ñ
(1)
k︸︷︷︸

effective noise

, (16)

where Ñ (1)
k is considered as the effective noise and given by

Ñ
(1)
k =

√
α(1)Pu

(
gTk a

(1)
k+1 − E

{
gTk a

(1)
k+1

})
xk+1︸ ︷︷ ︸

beamforming uncertainty

+
√
Pu α(1)

K∑
i=1

i 6=(k+1)

gTk a
(1)
i xi

︸ ︷︷ ︸
inter-user interference

+
√
α(t)

M∑
m=1

gTk b(1)
m nm+w

(1)
k︸ ︷︷ ︸

noise

.

From (16), it can be clearly seen that the “desired signal” term is
uncorrelated with the “effective noise” term. Therefore, the signal-
to-interference-plus-noise ratio (SINR) for the k-th user in the first
time-slot can be written as

γ
(1)
k =

α(1)Pu

∣∣∣E{gTk a
(1)
k+1

}∣∣∣2
α(1)PuVar

(
gTk a

(1)
k+1

)
+ IUk + ANk + 1

, (17)



α(1) =
Pr

M3Pu

K∑
k′=1

σ2
k′−1σ

4
k′ +M2

(
K∑
k′=1

σ2
k′σ

2
k′+1

)(
Pu

K∑
k′=1

βk′ + 1

)
+MPu

K∑
k′=1

σ4
k′σ

2
k′+1

, (20)

where

IUk = α(1)Pu

K∑
i=1

i 6=(k+1)

E
{∣∣∣gTk a

(1)
i

∣∣∣2} , (18)

ANk = α(1)
M∑
m=1

E
{∣∣∣gTk b(1)

m

∣∣∣2} . (19)

In (17), α(1) is given by (12), and it can be represented in closed-
form via (20) shown on the top of the page. The detailed derivation
of (20) is shown in Appendix VI-A. Then, the spectral efficiency of
the k-th user in bit/s/Hz is given by

SE
(1)
k =

(
T − τ
T

)(
K − 1

K

)
log2

(
1 + γ

(1)
k

)
. (21)

The pre-log factor in (21) includes: i) T−τ
T

which comes from the
fact that during a coherence interval of T symbols, we spend τ
symbols for the training; and ii) K−1

K
since we need K time slots to

transfer K−1 signals to a given user. We next provide a closed-form
expression for the spectral efficiency given in (21).

Theorem 1: The closed-form expression for the spectral efficiency
(21) is

SE
(1)
k =

(
T − τ
T

)(
K − 1

K

)

× log2

1+ α(1)Pu M
4σ4
kσ

4
k+1

α(1)PuVar
{

gTk a
(1)
k+1

}
+ IUk + ANk +1

, (22)

where

Var
{

gTk a
(1)
k+1

}
=M3

ak,k+1 +M2
bk,k+1 +Mck,k+1, (23)

IUk = α(1)Pu

K∑
i=1

i 6=(k+1)

(
M3

ak,i +M2
bk,i +Mck,i

)
+ α(1)PuM

2σ4
k−1σ

4
k + α(1)PuM

[
2σ6

kσ
2
k+1 + 2σ6

kσ
2
k−1

+
(
2σ4

k + β2
k − 2βkσ

2
k

) K∑
k′=1

2σ2
k′σ

2
k′+1

]
, (24)

ANk = α(1)

(
M3σ4

kσ
2
k+1 +M2βk

K∑
k′=1

σ2
k′σ

2
k′+1

)
, (25)

where

ak,i = σ4
kσ

2
k+1βi + σ4

i σ
2
i−1βk, (26)

bk,i = βkβi

K∑
k′=1

σ2
k′σ

2
k′+1, (27)

ck,i = σ4
kσ

2
k−1βi + σ4

i σ
2
i+1βk. (28)

Proof 1: See Appendix VI-B.
Result (22) yields some important remarks:
• As M → ∞, the numerator of the SINR of (22) scales as M

while the denominator converges to a constant, and hence, the
spectral efficiency grows without bound.

• If the transmit power of each user is scaled with 1/M , i.e.
Pu = Eu/M , where Eu is fixed, then as M →∞, the spectral
efficiency converges to

SE
(1)
k →

(
T − τ
T

)(
K − 1

K

)
log2

(
1 + Euσ

2
k+1

)
. (29)

The result in (29) implies that by utilizing very large number of
antennas M at the relay, the transmit power of each user can be
scaled down proportionally to 1/M without reducing the system
performance.

• If the transmit power at the relay is scaled with 1/M , i.e., Pr =
Er/M , where Er is fixed, then as M →∞, we obtain

SE
(1)
k →

(
T − τ
T

)(
K − 1

K

)
log2

(
1+

Erσ
4
kσ

4
k+1∑K

k′=1σ
2
k′−1σ

4
k′

)
, (30)

which showcases that the transmit power at the relay can be
reduced proportionally to 1/M , for large M .

• If the transmit power of the relay and each user are scaled with
1/M , i.e. Pr = Er/M , and Pu = Eu/M , where Er and Eu are
fixed, then as M →∞, the spectral efficiency converges to

SE
(1)
k →

(
T − τ
T

)(
K − 1

K

)
log2

(
1+

ξEuσ
4
kσ

4
k+1

ξσ4
kσ

2
k+1+1

)
, (31)

where

ξ =
Er

K∑
k′=1

(
Euσ2

k′−1σ
4
k′ + σ2

k′σ
2
k′+1

) . (32)

We can see that, when M is large, the transmit power at the
relay and each user can be cut down proportionally 1/M , while
maintaining a non-zero spectral efficiency.

IV. NUMERICAL RESULTS

In this section, numerical results are presented to verify our
analysis. For all examples, we choose T = 200, and define SNR = Pu

(expressed in dB). We examine the sum spectral efficiency as follows:

SEsum =

K∑
k=1

SE
(1)
k . (33)

We first consider a simple case where the large-scale fading βk = 1
for all k. Figure 1 shows the sum spectral efficiency versus M
for different K. The solid and circle lines present the Monte-Carlo
simulations using (21) and analytical results using (22), respectively.
From the figure, we can see that the analytical results match the
simulation results which validates the correctness of our closed-
form expression. As expected, when M increases the sum spectral
efficiency increases. Furthermore, for low numbers of antennas, for
example M = 20, the gaps of the sum spectral efficiency between
the three cases (K = 5, 10, and 20) are very small. However, these
gaps grow considerably when the number of antennas is large, i.e., at
M = 500, the sum spectral efficiency with K = 10 is nearly double
compared to the one with K = 5. This is due to the fact that when
M increases, inter-user interference and noise effects are canceled
out.



Fig. 1. Sum spectral efficiency against the number of relay antennas. We
choose T = 200, τ = K, Pp = Pu = 0 dB, Pr = 10 dB, and βk = 1.

Fig. 2. Cumulative distribution of the sum spectral efficiency. We choose
Dd = 1000 m, T = 200, τ = K, Pu = Pr = Pp = 0 dB.

Next, we examine a more practical scenario that takes into account
a realistic large-scale fading model. More precisely, the large-scale
fading, is modeled by path loss and shadowing, given by [8]

βk =
zk

1 +
(
dk
d0

)ν , (34)

where zk is the log-normal random variable with standard deviations
of σz dB, ν represents the path loss exponent, dk is the distance
between user k and the relay, and d0 denotes a reference distance.
Here, we assume that users are located uniformly at random inside
a disk with a diameter Dd.

For our comparison, we also consider two-way massive MIMO
relaying systems where the K users are grouped into K(K − 1)/2
pairs, and each user is assigned different time-slots and uses the two-
way relaying scheme to exchange data.1 Since each pair requires two
time-slots for information exchange, we need, in total, K(K − 1)
time-slots to exchange all information among the K users. As a result,

1Alternatively, one could consider a multi-pair two-way relaying protocol
as in [11], where K sources exchange data with K destinations over two
orthogonal time-slots (i.e., the number of users is always an even number).
For this case, the pre-log factor is 1/2. Compared with our multi-way relaying
protocol, the multi-pair two-way relaying protocol has a smaller pre-log factor
(when K > 2), but suffers a similar interference effect since multiple users
transmit their data in the same time-frequency resource.

the spectral efficiency of the two-way massive MIMO relaying system
is given by

SE
(1)
two-way,k =

(
T − τ
T

)(
K − 1

K(K − 1)

)
log2 (1 + SINRk)

=

(
T − τ
T

)(
1

K

)
log2 (1 + SINRk) , (35)

where SINRk corresponds to the SINR in (22) for K = 2.
In this example, we choose Dd = 1000 m, σz = 8 dB, ν =

4, d0 = 200 m, Pu = Pr = Pp = 0 dB. Figure 2 demonstrates
the cumulative distribution of the sum spectral efficiencies for two
cases: (K = 20,M = 200) and (K = 10,M = 50). Compared to
the two-way massive MIMO system, the multi-way massive MIMO
system reduces the pre-log penalty (from 1

K
to K−1

K
), however, it

exhibits more interference since many users simultaneously transmit
data in the same frequency band. When M is large, the interference is
small. Therefore, the multi-way massive MIMO system outperforms
the two-way massive MIMO system, especially at large M .

V. CONCLUSION

We studied multi-way massive MIMO relay networks with MR
processing and imperfect CSI. We derived a closed-form expression
for the spectral efficiency. Our work showed that, by using a large an-
tenna array at the relay, many users can simultaneously exchange their
information in the same frequency band without any performance
degradation for each user. As a result, multi-way massive MIMO
offers much higher sum spectral efficiency than conventional multi-
way MIMO or two-way massive MIMO systems do. Furthermore,
as the number of relay antennas grows large, we can reduce the
transmitted power at the relay and/or each user proportionally to
1/M , while maintaining a given quality-of-service.

VI. APPENDICES

A. Derivation of (20)

The normalization factor α(1) in (12) can be rewritten as

α(1) =
Pr

Pu
∑K
k=1 Q1k + Pu

∑K
k=1 Q2k +

∑M
m=1 Q3m

, (36)

where

Q1k = E
{∥∥∥[Ĝ∗Π(1)ĜHĜ

]
k

∥∥∥2} , (37)

Q2k = E
{∥∥∥[Ĝ∗Π(1)ĜHE

]
k

∥∥∥2} , (38)

Q3m = E
{∥∥∥[Ĝ∗Π(1)ĜH

]
m

∥∥∥2} . (39)

First, we compute Q1k. We have,

Q1k = E
{∥∥∥[Ĝ∗Π(1)ĜHĜ

]
k

∥∥∥2}
= E

{∥∥∥∥ ĝHk+1ĝk

‖ĝk‖
‖ĝk‖ĝ∗k

∥∥∥∥2
}

+ E
{
‖ĝ∗k−1‖

2 ‖ĝk‖4
}

+

K∑
k′=1

k′ 6=(k,k−1)

{∥∥∥ĝ∗k′ ĝHk′+1ĝk

∥∥∥2}

= σ2
k+1E

{
‖ĝk‖4

}
+Mσ2

k−1E
{
‖ĝk‖4

}
+

K∑
k′=1

k′ 6=(k,k−1)

{∥∥∥ĝ∗k′ ĝHk′+1ĝk

∥∥∥2} , (40)



where in the last equality we have used the fact that
ĝH
k+1ĝk

‖ĝk‖
∼

CN (0, σ2
k+1) is independent of ĝk [3]. By using Lemma 2.9 in [9],

(40) becomes

Q1k =M(M + 1)σ4
kσ

2
k+1 +M2(M + 1)σ2

k−1σ
4
k

+M2σ2
k

K∑
k′=1

k′ 6=(k,k−1)

σ2
k′σ

2
k′+1

=M3σ2
k−1σ

4
k +Mσ4

kσ
2
k+1 +M2σ2

k

K∑
k′=1

σ2
k′σ

2
k′+1. (41)

Similarly, we obtain Q2k = M2(βk − σ2
k)
∑K
k′=1 σ

2
k′σ

2
k′+1 and

Q3m =M
∑K
k′=1 σ

2
k′σ

2
k′+1.

Substituting Q1k, Q2k and Q3m into (12), we obtain (20).

B. Proof of Theorem 1

1) Compute E
{

gTk a
(1)
k+1

}
: Since Ĝ and E are independent. Then,

we obtain

E
{

gTk a
(1)
k+1

}
= E

{
gTk

[
Ĝ∗Π(1)ĜHĜ

]
k+1

}
= E

{
‖ĝk‖2‖ĝk+1‖2

}
+

K∑
k′=1
k′ 6=k

E
{

ĝTk ĝ∗k′ ĝ
H
k′+1ĝk+1

}
=M2σ2

kσ
2
k+1. (42)

2) Compute Var
(
gTk a

(1)
k+1

)
: From (42), the variance of gTk a

(1)
k+1

is given by

Var
(
gTk a

(1)
k+1

)
= E

{∣∣∣gTk a
(1)
k+1

∣∣∣2}− ∣∣∣E{gTk a
(1)
k+1

}∣∣∣2
= E

{∣∣∣gTk a
(1)
k+1

∣∣∣2}−M4σ4
kσ

4
k+1

= E
{∣∣∣(ĝTk + eTk

)
Ĝ∗Π(1)ĜH (ĝk+1 + ek+1)

∣∣∣2}
−M4σ4

kσ
4
k+1. (43)

Since Ĝ and E are independent, (43) can be rewritten as

Var
(
gTk a

(1)
k+1

)
= T1 + T2 + T3 + T4 −M4σ4

kσ
4
k+1, (44)

where

T1 = E
{∣∣∣ĝTk Ĝ∗Π(1)ĜH ĝk+1

∣∣∣2} , (45)

T2 = E
{∣∣∣ĝTk Ĝ∗Π(1)ĜHek+1

∣∣∣2} , (46)

T3 = E
{∣∣∣eTk Ĝ∗Π(1)ĜH ĝk+1

∣∣∣2} , (47)

T4 = E
{∣∣∣eTk Ĝ∗Π(1)ĜHek+1

∣∣∣2} . (48)

To compute T1, we rewrite (45) as

T1 =

K∑
k′=1

E
{∣∣∣ĝTk ĝ∗k′ ĝ

H
k′+1ĝk+1

∣∣∣2}
= E

{
‖ĝk‖4

}
E
{
‖ĝk+1‖4

}
+ E

{∣∣∣ĝTk ĝ∗k+1ĝ
H
k+2ĝk+1

∣∣∣2}
+E

{∣∣∣ĝTk ĝ∗k−1ĝ
H
k ĝk+1

∣∣∣2}+ K∑
k′=1

k′ 6=(k,k−1,k+1)

E
{∣∣∣ĝTk ĝ∗k′ ĝ

H
k′+1ĝk+1

∣∣∣2}. (49)

Again, by using Lemma 2.9 in [9], we get

T1 =M3(M + 2)σ4
kσ

4
k+1 +Mσ2

k−1σ
4
kσ

2
k+1

+Mσ2
kσ

4
k+1σ

2
k+2 +M2σ2

kσ
2
k+1

K∑
k′=1

σ2
k′σ

2
k′+1. (50)

Similarly, we obtain

T2 =M3σ2
e,k+1σ

4
kσ

2
k+1 +Mσ2

e,k+1σ
2
k−1σ

4
k

+M2σ2
kσ

2
e,k+1

K∑
k′=1

σ2
k′σ

2
k′+1, (51)

T3 =M3σ2
e,kσ

2
kσ

4
k+1 +Mσ2

e,kσ
4
k+1σ

2
k+2

+M2σ2
e,kσ

2
k+1

K∑
k′=1

σ2
k′σ

2
k′+1, (52)

T4 =M2σ2
e,kσ

2
e,k+1

K∑
k′=1

σ2
k′σ

2
k′+1. (53)

By using (6), and substituting (50), (51), (52) and (53) into (43),
we arrive at the desired result as in (23).

3) Compute IUk and ANk:
Following a similar methodological approach as in 1) and 2), we

obtain IUk and ANk given in (24) and (25), respectively.
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