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Abstract. Nowadays, it is not uncommon that organisations maintain
repositories containing hundreds or thousands of business process mod-
els. For the purpose of searching such a repository for models that are
similar to a query model, many similarity measures have been suggested
in the literature. Other measures have been suggested for different pur-
poses like measuring compliance between a model and a reference model.
As those similarity measures differ in many aspects, it is an interest-
ing question how they rank “similarity” within the same set of process
models. In our study, we investigated, how different kinds of changes in
a process model influence the values of 22 different similarity measures
that have been published in academic literature.
Furthermore, we identified eight properties that a similarity measure
should have from a theoretical point of view and analysed how these
properties are fulfilled by the different measures. Our results show that
there are remarkable differences among existing measures. We give some
recommendations which kind of measure is useful for which kind of ap-
plication.

1 Introduction

Business Process Models (BPMs) are nowadays a common approach to analyse
existing processes and to create new processes in a structured way. They are used
for purposes like supporting the communication in organisations, documentation
in projects, and training of employees [1]. This wide area of application has led to
the existence of a tremendous amount of BPMs. Large scale enterprises usually
own repositories consisting of hundreds or thousands of models [2], usually de-
veloped by different persons. To manage these repositories, suitable methods for
searching a BPM repository are necessary. A common requirement is to search
for BPMs that are similar to a given query model. For this purpose, there is a
need of a similarity measure that quantifies the similarity between models.

As the similarity measures that have been suggested in the literature differ
in many aspects, it is an interesting question how the different measures rank
“similarity” within the same set of BPMs. In our study, we investigated, how
different kinds of changes in a BPM influence the values of 22 different simi-
larity measures that have been published in academic literature. To our best



knowledge, no study has been made so far that compares such a large number
of different BPM similarity measures.

After explaining some fundamental preliminaries in Sect. 2, we discuss some
properties that a “good” similarity measure should have in Sect. 3. We apply
different changes (described in Sect. 4) to an example model and calculate the
similarity between the original model and its variants in Sect. 5 together with
a discussion about the implications from our results. Finally, Sect. 6 gives a
conclusion.

2 Approaches for Measuring Process Similarity

When BPMs have to be compared, the first challenge is to identify the activity
nodes in one model that correspond to activity nodes in the other model. In
particular, if the models have been created in different organisations or if they
describe a business process on different levels of detail, this can become a non-
trivial task. This first step is, however, not in the focus of our paper. We assume
that a mapping between corresponding activity nodes in the BPMs to compare
has been established, either by using one of the existing algorithms or based
on experts’ judgment. The interested reader can find a discussion of different
mapping techniques in [3–5].

Once a mapping between the activities has been established, several ap-
proaches have been suggested for measuring the similarity of BPMs. Rather
simple measures are related to the number of activities that two BPMs have in
common [6, 5] or the percentage of nodes and arcs that can be found in both
BPMs [7–10]. These measures can be considerably improved by considering as
well the position that an activity has within a BPM [11].

As in the most common modelling languages, BPMs are modelled as directed
attributed graphs, other researchers suggested to use graph-based approaches for
comparing BPMs. A graph-based similarity measure is the edit-distance, i.e. the
lowest number of elementary operations (like adding or deleting a node) that
transfers one model (or graph) into another. Such measures are discussed in
[12–15]. In [16], the use of a graph-edit distance based on high-level operations
(containing more than one elementary operation) is discussed. Bae et al. [17]
transform BPMs into trees before calculating a graph-based similarity measure
between those trees.

Other authors compare the set of all possible traces (or possible sequences
of activities) of a BPM [18]. As this set of traces can become very large or even
infinite, it has also been suggested to compare process logs, i.e. a finite subset of
the set of traces which can be obtained from simulation [19]. Another stream of
research investigates relationships between activities in a BPM (like “A is always
followed by B”) in order to draw conclusions about their similarity [20–22, 3].



3 Desirable Properties of Distance and Similarity
Measures

For introducing desirable properties for similarity measures for BPMs (or dis-
tance measures that aim to measure dissimilarity), we make use of the research
results on properties of similarity measures in general [23–25].

Let M be the set of BPMs. A distance measure dist is a function dist :
M ×M → R+ ∪ {0}. We assume that for comparing a BPM M0 with a BPM
M1, a partial function map has been established that maps the nodes in M0

to “corresponding” nodes in M1. M0 is said to be equal to M1 (symbol: M0 =
M1) if the set of nodes of M0 is n1, n2, . . . nn while the set of nodes of M1 is
map(n1),map(n2), . . .map(nn), and the set of arcs of M1 is identical to all those
arcs (map(n),map(m)), where n and m are nodes in M0.

A similarity measure is a function sim : M×M→ [0, 1]. The formula

sim(x, y) =
1

1 + dist(x, y)
(1)

can be used for a transformation between distance (i.e. dissimilarity) and simi-
larity measures.

Santini and Jain [23] point out that a number of dissimilarity measures pro-
posed in the literature assume that those measures are distance measures in a
metric space. (M, dist) becomes a metric space, if the following properties hold:

Property 1 dist(M0,M1) ≥ 0 ∀M0,M1 ∈M (non-negativity)
Property 2 dist(M0,M1) = dist(M1,M0) ∀M0,M1 ∈M (symmetry)
Property 3 dist(M0,M1) = 0⇔M0 = M1

Property 4 dist(M0,M2) ≤ dist(M0,M1) + dist(M1,M2) (triangle inequality)

For measuring the “dissimilarity” distance between BPMs, it is reasonable
to require Property 1 and Property 2. Property 3 that says that the distance
between two models is 0 if and only if the models are identical is too strict for
certain application areas. The same set of traces (i.e. the same set of possible
executions of activities of a model M , denoted as Σ(M)) can be obtained in
different ways. For example, the model shown in Fig. 2(a) (see Sect. 4) has the
same set of traces as the model shown in Fig. 2(b). A distance measure that
calculates the distance between both models as 0 would correctly describe the
fact that both models show exactly the same business process.

A more relaxed requirement is that dist(M0,M1) is 0 iff both models have the
same set of traces. For our purposes, the sets of tracesΣ(M0) andΣ(M1) are con-
sidered as being the same (symbol: Σ(M0) ≡ Σ(M1)) if 〈s1, s2, . . . 〉 ∈ Σ(M0) im-
plies that 〈map(s1),map(s2), . . . 〉 ∈ Σ(M1) and vice versa, 〈t1, t2, . . . 〉 ∈ Σ(M1)
implies that there is a 〈s1, s2, . . . 〉 ∈ Σ(M0) such that map(si) = ti ∀i. With this
interpretation of equality between sets of traces, Property 3 can be substituted
by the less strict requirement:

Property 3a:
dist(M0,M1) = 0⇔ Σ(M0) ≡ Σ(M1).



Property 4, the triangle inequality, is not essential for measuring the dissim-
ilarity (distance) between BPMs (or for (dis)similarity measures in general, see
[24]), therefore we will not examine the suggested measures with respect to this
property. It is a useful property anyway, because a distance measure that fulfills
all four properties given above allows to organize a BPM repository using data
structures in which the search for similar models is very fast [26].

From an information-theoretic discussion of the concept of similarity (see
[24, 25]), one more requirement for a similarity measure can be derived: Such
a measure should take into consideration both the commonality between two
models as the differences between them (Property 5). For example, we would
not get a good similarity measure by just counting the number of activities that
are shared among two models without relating this number to the overall number
of activities in the models: If two models with 20 nodes have 15 node names in
common, it would be reasonable to say that they are more similar to each other
than two models with 200 nodes from which 15 node names can be found in
both models.

As mentioned before, the definition of the function map that assigns “cor-
responding” nodes between two models is outside the main focus of this paper.
We just assume that such a mapping has been established. The approaches that
calculate map automatically start with a function corr which quantifies the sim-
ilarity between single activities. It would be a desirable property of a similarity
measure sim : M ×M → [0, 1] if the information gained from the similarity
measure corr between activities would be considered in the calculation of the
similarity measure sim between the models as a whole (Property 6). This is
illustrated in Fig. 1, showing three sequential models M0, M1 and M2 with four
activities and the mappings between them (as dotted arrows). Assume that

1 = corr(“confirm draft“, “confirm draft“)

> corr(“confirm draft“, “dismiss draft“)

and that

1 > corr(“sign draft contract“, “sign contract“)

= corr(“sign draft contract“, “archive draft contract“)

(which could be the result corr defined as a simple word-by-word comparison).
In such a case, it would be desirable that the result that the activities in M2

are more similar to the activities in M0 than those in M1 would not “get lost”
when the similarity measure sim is calculated, i.e. we would prefer to have
sim(M0,M1) < sim(M0,M2) instead of sim(M0,M1) = sim(M0,M2).

Furthermore, it is reasonable to require that a distance or similarity mea-
sure can be applied for comparing arbitrary BPMs without imposing additional
syntax restrictions (such as that the model must not contain loops) (Property
7). And last but not least, there is another requirement that is related to the
computational complexity of the calculation of a distance or similarity measure.



Fig. 1. Models with corresponding labels

In simple terms, it should be possible to calculate the values of distance / simi-
larity measures quickly (Property 8). Approaches that require the calculation
of the whole set of traces of a BPM often do not fulfill this requirement.

4 Model Changes

In order to analyse the values of similarity measures, we compute the similarity
between some example models. For this purpose, we use BPMN models that
can be built from the notational elements start event (exactly one per model),
end event (exactly one per model), activity, AND connectors (i.e. split or join
gateways in BPMN terminology), XOR connectors and inclusive OR connectors.
Almost all similarity measure published in the literature are restricted to this
subset of notational elements.

Starting from a moderately sized BPMN model, we apply different change
operations as described in [27–29] and shown in Fig. 2. For the various similarity
measures that have been described in the literature, we compute the similarity
between the original model V0 (Fig. 2(a)) and each of its variants V1, . . . V7. If
the original authors of a measure described it as a distance measure rather than
a similarity measure, we use Equation 1 for transforming the distance measure
into a similarity measure.

First, we modify the original model V0 of Fig. 2(a) by splitting some XOR
connectors into more than one connector (see Fig. 2(b)). Note that Σ(V1) =
Σ(V0). Next, we change the types of connectors: In model variant V2 (Fig. 2(c)),



(a) V0: original BPMN model (b) V1: model with same set of traces
as V0

(c) V2: model with modified connector
types

(d) V3: model with additional activies

(e) V4: model with modified control
flow arcs

(f) V5: model with modified control
flow

(g) V6: model with modified order of
activities 5 and 6

(h) V7: model with modified activity 5

Fig. 2. Initial model V0 and variants V1 . . . V7

all XOR connectors ( ) have been replaced by inclusive OR connectors ( ). In
variant V3 (Fig. 2(d)), four additional activities A, B, C and D have been added
to the original model.

Model variant V4 (Fig. 2(e)) has exactly the same nodes as V0, but one
arc has been added while another one has been deleted. Variant V5 (Fig. 2(f))
does contain the same activities as V0, but no connectors at all. The order of
the activities does not correspond to the order in which the activities occur in
executions of V0. In model variant V6 (Fig. 2(g)), the order of activities 5 and 6
has been changed. Finally, in model variant V7, (Fig. 2(h)), activity 5 has been
moved inside the second conditional control block.

5 Results and Discussion

Tab. 1 shows the support of the different measures for the properties discussed in
Sect. 3. The results for property 8 are based on a somewhat subjective judgment
– measures that require to calculate the set of traces of a BPM were categorised
as computationally inefficient. From Tab. 1, we can see that no measure fulfills
all desirable properties.

Tab. 2 shows the similarity values we have computed between our example
model V0 and its variants V1 . . . V7. For measures that can be parametrised by
attaching different weights to factors, we used the most reasonable and simple



Table 1. Comparison of similarity measures by adherence to properties in Sect. 3

1 2 3 3a 5 6 7 8

Measures based on the correspondence of nodes and edges
(not taking into account the control flow)

Percentage of Common Activity Names [6] yes yes no no yes yes yes yes
Label Matching Similarity [3] yes no no no yes yes yes yes
Similarity of Activity Labels [5] yes no no no yes yes yes yes
Feature-Based Activity Similarity [11] yes yes no no yes yes yes yes
Percentage of Common Nodes and Edges [12] yes yes no no yes yes yes yes
Node- and Link-Based Similarity [10] yes yes no no yes yes yes yes

Measures based on graph edit distances

Graph Edit Distance [3] yes yes yes no yes yes yes yes
Graph Edit Distance [30] yes yes yes no no no yes yes
Label Similarity and Graph Edit Distance [13] yes yes no no yes yes yes yes
Label Similarity and Graph Edit Distance [26] yes yes yes no no yes yes yes
Number of High-Level Change Operations [16] yes yes no yes yes no n/a yes
Comparing BPMs Represented as Trees [17] yes yes no no yes no yes yes
Distance Between Reduced Models [7] yes no no no yes no yes yes

Measures that analyse causal dependencies between activities

Comparing Dependency Graphs [8, 9] yes yes no no yes no yes yes
Comparing Dependency Graphs [22] yes yes no no yes no n/a yes
Reference Similarity [21] yes yes no yes yes no yes no
TAR-Relationship [21] yes yes no no yes no yes no
Causal Behavioural Profiles [20] yes yes no no yes no no yes
Causal Footprints [3] yes yes no no yes no yes no
Set of Traces as n-grams [14] yes no no no no no yes no

Measures that compare sets of traces or logs

Longest Common Subsequence of Traces [18] yes yes no no yes no yes no
Similarity Based on Principal Transition Sequences [31] yes yes no no yes no yes yes
Similarity Based on Traces [19] yes yes no no yes no yes yes

parameters. The table shows that a variety of measures deliver results that do
not comply with the intuitive (but rather subjective) understanding of “process
model similarity”.

Similarity measures for BPMs have been proposed for a number of purposes.
The purposes named in the literature include:

– finding “related” models in a repository [11]

– finding “similar” models in a repository for the purpose of reuse, preventing
duplication and assisting process design [3, 26, 31, 21, 22, 6]

– minimise the efforts to transform one model into another one with the aim
to support dynamic process changes [16, 20]

– identifying common or similar models in the context of company mergers [3,
21]

– measuring the conformance between a BPM used as system specification and
a workflow model that implements the process [20]



Table 2. Similarity Measures for our Example Models

Similarity between V0 and . . .

V1 V2 V3 V4 V5 V6 V7

Measures based on the correspondence of nodes and edges
(not taking into account the control flow)

Percentage of Common Activity Names [6] 1.00 1.00 0.82 1.00 1.00 1.00 1.00
Label Matching Similarity [3] 1.00 1.00 0.82 1.00 1.00 1.00 1.00
Similarity of Activity Labels [5] 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Feature-Based Activity Similarity [11] 1.00 1.00 0.82 1.00 1.00 1.00 1.00
Percentage of Common Nodes and Edges [12] 1.00 1.00 0.40 0.95 0.58 0.76 0.79
Node- and Link-Based Similarity [10] 0.55 0.60 0.49 0.59 0.61 0.60 0.55

Measures based on graph edit distances

Graph Edit Distance [3] 1.00 1.00 0.63 0.97 0.73 0.86 0.12
Graph Edit Distance [30] 0.05 0.04 0.20 0.33 0.03 0.33 0.17
Label Similarity and Graph Edit Distance [13] 0.81 1.00 0.60 0.96 0.61 0.79 0.84
Label Similarity and Graph Edit Distance [26] 0.05 0.03 0.06 0.33 0.03 0.14 0.20
Number of High-Level Change Operations [16] 1.00 0.17 0.20 0.33 0.14 0.50 0.50
Comparing BPMs Represented as Trees [17] 1.00 1.00 0.07 0.12 0.06 0.14 0.14
Comparing BPMs Represented as Trees [17] 1.00 0.07 1.00 1.00 0.00 0.80 0.81

Measures that analyse causal dependencies between activities

Comparing Dependency Graphs [8, 9] 1.00 1.00 0.04 0.33 0.06 0.09 0.10
Comparing Dependency Graphs [22] 1.00 0.93 0.54 0.90 0.51 0.98 0.83
Reference Similarity [21] not defined (V0 has a loop!)
TAR-Relationship [21] 1.00 0.57 0.04 0.85 0.11 0.41 0.47
Causal Behavioural Profiles [20] 1.00 0.93 0.63 0.93 0.22 0.98 0.89
Causal Footprints [3] 1.00 1.00 0.45 0.80 0.59 0.97 0.84
Set of Traces as n-grams [14] 1.00 0.10 0.04 0.33 0.05 0.09 0.10

Measures that compare set of traces or logs

Longest Common Subsequence of Traces [18] 1.00 0.86 0.79 1.00 0.43 0.93 0.90
Similarity Based on Principal Transition Sequences [31] 1.00 0.83 0.61 0.84 0.20 0.85 0.83
Similarity Based on Traces [19] 1.00 0.90 0.33 0.83 0.22 0.72 0.65

– finding models or model parts that should be merged into one integrated
model to improve the maintainability of the BPM repository [13]

– discovering services from a description of their behaviour [30, 19, 14]
– measuring the conformance between a BPM and a reference model [18, 20]
– comparing models that are constructed from the same template in order to

manage process variants and to support flexible workflow systems [12, 7].

Our observations gives some first insights which measures are more useful
than others for a given purpose. These suggestions are based on the results shown
in Tab. 2. However, it must be stated that several advantages and disadvantages
of the measures can only be evaluated based on specific application areas. For
example, it cannot objectively be decided wheter V3 or V7 should be regarded
as more similar to V0.

Simple measures that just count the number of common nodes or arcs in the
models are useful for finding related models from a repository (and less useful



for purposes that make reference to the model behaviour). An interesting use
case for such rather simple measures has been suggested by [11]: A search for
related models can be used as a first step of a search in a large repository. It
helps to filter out unrelated models such that the more precise (but also slower)
algorithms can be applied to a small subset of the original search space.

When models are compared with the aim of discovering services or measuring
conformance, approaches that consider the actual behaviour of a process execu-
tion have to be used. Preference should be given to the methods that exploit
relationships between activities (such as [20–22]) instead of requiring a calcula-
tion of the whole set of traces (as [18]).

The reason is that calculating the whole set of traces of a model can demand
large memory and processing resources. It has to be noted that the approach
based on causal footprints described in [3] is computationally inefficient as well
and cannot be recommended to be used in the context of large BPM repositories.

Processing speed can be less important if only two models have to be com-
pared, for example to measure conformance. In such cases, using approaches that
require to calculate the set of traces can be an option.

Some applications require to compare BPMs that have been designed on
different levels of granularity. For example, this can be the case if the confor-
mance between a BPM serving as a specification and the actual implementation
in a workflow system have to be compared. In such cases, it is recommended to
use a measure that finds a similarity even between such models. In particular,
the approaches described in [7, 20, 18, 30] support the comparison of models on
different abstraction levels.

Although not extensively discussed in our paper, it should be noted that the
quality of the mapping between the nodes has a significant contribution to the
quality of a similarity measure. In particular, regarding nodes as corresponding
to each other only if they have exactly the same label is reasonable only in a few
special application areas such as comparing models that have been derived from
the same template.

To furthermore enhance the reproducability and significance of our findings,
we developed an analysis plugin3 for the well-known ProM - Framework for
Process Mining tool [32]. The plugin takes two arbitrary types of process models
as inputs and shows the similarity values for the different approaches presented
in this paper. In this paper we only presented a qualitative analysis to show
first insights about the various measures. Based on the plugin implementation,
several process model repositories will be analysed, e.g. the SAP reference model
consisting of more than 600 models [33].

6 Conclusion

In our paper, we elaborated a number of desirable properties for BPM simi-
larity measures. We analysed 22 similarity measures that have been described

3 available at https://sourceforge.net/projects/prom-similarity/



in the literature with respect to those properties. Also, we computed the sim-
ilarity between example BPMs using the different similarity measures. While
the rather small number of example models cannot show the relationships be-
tween the measures in a comprehensive manner, some first conclusions can be
drawn. The results show that hardly a measure fulfills all desirable properties.
Furthermore, it can be seen that different similarity measures rank the similarity
between BPMs very differently. We conclude that there is not a single “perfect”
similarity measure. Instead, we gave some recommendations for the selection of
an appropriate similarity measure for different use cases.
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