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Abstract. Self-organizing maps are powerful for cluster extraction due
to their ability of obtaining a topologically ordered and adaptive vector
quantization of data. Thanks to lower-dimensional representation of high-
dimensional data on SOM lattice, clustering is often done interactively
from informative SOM visualizations. Yet large volumes of today’s data
sets necessitate to have automated methods that are as successful as in-
teractive ones for fast and accurate knowledge discovery. An automated
SOM clustering, based on hierarchical clustering of a topology representing
graph, is proposed here. Applications on several data sets indicate that
the proposed method can be successfully used for automated partitioning.

1 Introduction

Self-organizing maps (SOMs) have been widely used for knowledge discovery
from high-dimensional data sets such as remote-sensing images and medical im-
agery, since SOMs enable informative visualizations, which can represent high-
dimensional data manifolds on lower-dimensions, to capture detailed cluster ex-
traction. Several innovative visualization schemes have been proposed in the last
two decades. For a comprehensive review of these schemes, we refer the reader to
[1, 2]. The interactive process required to capture the clusters from SOM visu-
alization, however, needs expert knowledge to interpret the information learned
by the SOM and hence is difficult for inexperienced users. This challenge has
been considered by introducing automated schemes for cluster extraction with-
out visualization. Commonly used approach is to use hierarchical agglomerative
clustering of SOM prototypes, with different distance measures. For example, [3]
used Ward’s measure, [4] used centroid linkage with SOM lattice neighborhood,
whereas [5] used centroid linkage with a gap criterion, and [6] used a recent clus-
ter validity index proposed in [7]. They produce correct partitionings in case
of well-separated clusters, but may be unsuccessful for extraction of complex
cluster structures. Another approach is to use a recursive flooding of the Clu-
sot surface [8] (a Gaussian surface constructed based on pairwise distances and
receptive field sizes of SOM prototypes), however, it produces partitionings sim-
ilar to that of k-means clustering. A topologically ordered graph clustering [9]
is also considered but for visually informative graph representations to describe
interactions between objects.
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In this paper, a new scheme for automated SOM clustering is proposed. The
method is inspired from the success of interactive clustering based on SOM vi-
sualization of a weighted Delaunay graph, CONN [2]. A hierarchical clustering
is used due to its advantage of capturing different types of clusters with ap-
propriate measure. Similarities of SOM prototypes are defined by local data
distribution within the receptive fields of the prototypes, which is determined
by CONN, contrarily to the common usage of distance based similarities. The
performance of the proposed method is shown on two synthetic data sets and on
a remote sensing image. Section II briefly explains the weighted Delaunay graph
CONN and its hierarchical clustering, Section III shows experimental results on
three data sets and Section IV concludes the paper.

2 An automated clustering of SOM prototypes

2.1 CONN: A topology representing graph for SOM prototypes

A recent knowledge representation for SOMs is to construct a topology repre-
senting graph CONN which is a weighted Delaunay triangulation of the SOM
prototypes [2]. CONN indicates how many times two prototypes are selected as
best-matching (BMU) and second best-matching unit pair, and is defined as:

CONN(i, j) = |RFij | + |RFji| (1)

where CONN(i, j) is the weight of the edge connecting prototypes pi and pj

and |RFij | is the number of data samples in that region of the receptive field
of pi, RFi, where pj is the second BMU. CONN, thus, shows the neighborhood
relationships of prototypes in the data space with respect to the data manifold:
a positive weight between two prototypes (CONN(i, j) > 0) indicates similar-
ity (the higher the value the higher the similarity) whereas CONN(i, j) = 0
stands for dissimilar prototypes (separated according to the data manifold).
Thus CONN represents similarities of prototypes based on detailed local data
distribution, contrarily to the common usage of distance based similarities. Inter-
active clustering from the CONN visualization (rendering CONN on the SOM
lattice with lines of various widths and colors) is shown powerful for detailed
knowledge discovery [2]. However, as in other SOM visualizations, an inter-
active process is required to evaluate the visualization (of the line widths and
colors) for delineation of cluster boundaries. For fast analysis of large data sets,
an automated clustering of the CONN graph is necessary.

2.2 Hierarchical agglomerative clustering of CONN graph

In hierarchical agglomerative clustering of SOM prototypes, each prototype is
considered as a singleton cluster and then they are successively merged until
a predefined number of clusters is achieved. Several metrics, such as complete
linkage, single linkage, average linkage, and Ward’s measure, can be used as
merging criterion. Among them, complete linkage and single linkage are very
sensitive to noise and outliers. Contrarily, average linkage, which merges the two
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Fig. 1: a) 2-dimensional Wingnut data set [10]. b) CONNvis of SOM prototypes in the
data space c) CONNvis on the SOM d) Clustering with CONN based average linkage.
Data points are shown by small gray dots whereas the prototypes of two clusters are
represented by two different symbols x and �. Prototypes are correctly partitioned.
e) Clustering with distance based average linkage f) k-means clustering.

clusters with the smallest average pairwise dissimilarity, is robust to noise and
outliers. Ward’s measure or centroid linkage are also insensitive to noise, how-
ever, they produce hyper-spherical (or hyper-ellipsoidal) clusters, and in our case
of using local density distribution as the dissimilarity measure, they do not have
a meaningful interpretation. Therefore, we choose average linkage which con-
siders inter-cluster connectivities according to the data manifold. Since CONN
is a similarity measure and hierarchical clustering works with a dissimilarity
metric, it is necessary either to convert CONN into a dissimilarity metric by
disCONN(i, j) = maxi,jCONN(i, j) − CONN(i, j) or revise average linkage
to merge the two clusters with the highest average similarity. For this paper,
we assume the number of clusters in a dataset is known a priori. Applications
in the next section indicate that hierarchical clustering by average linkage based
on CONN is successful in the cases where distance based clusterings may fail.

3 Experimental results

We show the performance of the proposed clustering method on 3 data sets. The
first one is a 2-dimensional Wingnut data set [10], which has two clusters with
inhomogeneous data distribution (Fig. 1.a). CONN visualization (CONNvis) of
the 10x10 SOM prototypes is shown in the data space (Fig. 1.b) and on the
SOM grid (Fig. 1.c). The boundary between clusters can be visually extracted
from these visualizations. Similarly, the proposed automated clustering of the
SOM prototypes with average linkage of the CONN graph (Fig. 1.d) finds the
two groups correctly, even though the density distribution is inhomogeneous.
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a) b)
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Fig. 2: a) Top left image shows the spatial distribution of the 11 classes of 6-
dimensional, 128x128 pixel synthetic spectral image. 3 classes, R, T, and Y are rela-
tively small and different from other 8 classes. Bottom left image indicates the classmap
of 20x20 SOM prototypes. Black regions are prototypes with empty receptive fields.
The mean signatures of classes are shown on the right, offset for clarity. b) CONNvis
of SOM prototypes. All classes can be visually extracted. (Small classes R and Y
can be extracted after removing topology violating connection between them [11]) c)
Extracted clusters by the proposed method. All 11 classes are extracted correctly. d)
k-means clustering. Some clusters are merged into superclusters, whereas cluster A is
partitioned into subgroups.

Figs. 1.e and 1.f show two other partitionings, distance based average linkage and
k-means clustering, respectively. They cannot find the correct boundary between
the two groups, because distance measure, in this case, is not informative enough
to capture the clean linear separation between those groups.

The second data set (Fig. 2.a) is a 6-dimensional 128x128 pixel synthetic
spectral image with 11 classes (3 of which are rare and significantly different from
other 8 classes) [11]. CONNvis of the 20x20 SOM prototypes visually indicate
the clear separation between classes. The automated clustering of CONN with
average linkage can find all 11 classes correctly. Distance based average linkage
is also successful for this data set due to clean separation between clusters, which
can be seen from the SOM with existence of prototypes with empty receptive
fields between the prototypes of different clusters (Fig. 2.a). However, k-means
clustering is unable to capture natural partitions in the data set.
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Fig. 3: Cluster maps of a 300x300 subregion of the 2000x2000 remote sensing im-
age. Top left: An RGB representation constructed from RapidEye April image with
corresponding red, green and blue spectral bands. Top right: proposed method:
nonagricultural regions (A: urban and constantly bare areas), different kinds of wood-
lands (D, H and J), water bodies (B), and, various types of agricultural lands (C, E,
F, G and I) are correctly clustered. Bottom left: distance based average linkage:
woodlands and several agricultural clusters are extracted as a supercluster (G, yellow)
while there are subclusters (different gray levels) of nonagricultural regions (A, black,
on the top right image) Bottom right: k-means. Similar to distance based average
linkage, clusters are confused. For example, a verified nonagricultural region (grayish
twin rectangular areas in the white rectangle on the top left image) is extracted as an
agricultural field (I) on the bottom right.

The third data set is a 20-dimensional 2000x2000 remote sensing image of
Kardjali, an area in south-eastern Bulgaria. It is a multi-temporal data that is
composed of 4 RapidEye images of consecutive months (April to August 2009,
each of which has 5 bands: blue, green, red, red edge, near infrared), in order
to capture lands that are or can be used for agriculture. A 50x50 SOM is used
and 10 different landcover types are obtained by CONN based average linkage.
Two other methods (k-means and distance based average linkage) are also used
to capture clusters in this image. Due to space constraints, cluster maps for
a 300x300 pixel subregion of the 2000x2000 image are shown in Fig. 3. As an
initial visual assessment of clustering performance, these cluster maps indicate
that the proposed method produces a better partitioning than the other two
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methods. For quantitative analysis, 17243 samples are selected. The proposed
method has a 96% correct clustering whereas k-means has 93% and distance
based average linkage has 50% since some woodland and agriculture clusters are
captured as one supercluster (Fig. 3.c). It is also verified by visual interpretation
of the four 2000x2000 images and by domain knowledge of a national expert
(the second Author) that the proposed method is very successful in determining
the boundaries of agricultural regions whereas the other two methods confuse
clusters, which in turn produces incorrect land cover identification.

4 Conclusion

A new automated SOM clustering method is proposed in this paper. Even
though hierarchical clustering approach has been quite often used in the litera-
ture, the definition of prototype (dis)similarities based on data topology (neigh-
borhood relations and detailed local data distribution) is unique. Experiments
indicate that it can successfully extract clusters from large remote sensing im-
ages and it outperforms the methods that uses distance based similarities. Thus
it is promosing for cluster extraction and potentially be a powerful tool in data
mining for large data sets. Currently it is assumed that the number of clusters
is known a priori. As future work, we plan to decide the number of clusters by
using cluster validity indices.
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