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Abstract 

We present a method coupling multiple switching lin-
ear models. The coupled switching linear model is an 
interactive process of two switching linear models. Cou-
pling is given through causal influence between their 
hidden discrete states. The parameters of this model are 
learned via EM algorithm. Tracking is performed through 
the coupled-forward algorithm based on Kalman filtering 
and a collapsing method. A model with maximum likeli-
hood is selected out of a few learned models during track-
ing. We demonstrate the application of the proposed 
model to tracking and recognizing two-hand gestures. 

1. Introduction 

Gesture recognition plays an important role in a host of 
man-machine interaction applications. Although some 
gestures are expressed by one hand, many of them are 
done by two hands. To model these two-hand gestures, we 
have to consider interactions between the two hands. We 
assume that a two-hand gesture is an interacting process 
of the two hands whose shapes and motions are described 
by the switching linear dynamics [2,3,6], and propose a 
coupled switching linear dynamic model to capture inter-
actions between the two hands. 

CHMM (coupled hidden Markov model) [4] has been 
proposed to deal with interacting processes. However, 
since CHMM inherits from HMM, it has a limitation in 
treating time series having dependencies like shape-
changing hand gestures. 

Reynard [5] has introduced a coupling concept to track 
complex motions, however that means just a coupling of 
two kinds of continuous state variables in a single process, 
and is essentially different from interaction considered 
here. 

We demonstrate an application of the coupled switch-
ing linear model to tracking and recognizing two hands 
whose shapes change during their motion. The presented 
coupling scheme enables tracking both hands even when 
one of them is not observed well in images by occlusions 
or complex backgrounds. And it also gives probabilistic 
explanation to recognition of gestures by combination of 
two hands. 

 

2. Coupled switching linear model 

2.1 Model specification 
 
To represent a variety of shapes of a hand, it may be an 

efficient way that outlines of the hand are parameterized 
by active contour model using B-spline, which was well 
established in [1]. A curve is parameterized into a control 
vector composed of B-spline control points. A control 
vector is transformed to a low-dimensional shape vector 
on a specific shape space formed with some key control 
vectors. Then the shape vector, ts , is considered as a state 
vector in switching linear dynamics: 
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Switching linear model can be seen as a hybrid model 
of the linear state-space model and HMM. It is described 
using the following set of state-space equations: 
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In the above equations, tx  is a hidden continuous state 
vector. tu  is independently distributed on the Gaussian 
distribution with zero-mean and covariance 

tmQ , 

1mπ ,
tmF and 

tmD , which are typical parameters of linear 
dynamic model, denote the prior probability of a discrete 
state, the continuous state transition matrix, and the offset, 
respectively. The parameters with the subscript tm  are 
dependent on the discrete state variable tm  indexing a 
linear dynamic model. And the switching process between 
discrete states obeys the first Markov process and is de-
fined with the discrete state transition matrix Φ .  

Coupled switching linear model is an interactive 
process of two switching linear models. Coupling is given 
through causal influence between their hidden discrete 
states. The complex state space representation is 
equivalently depicted by dependency graph in figure 1. 

To accommodate another interacting process, it seems 
good enough to consider a single lumped system with 
dimension-increased state variables. However, there exist 



a few problems. Due to increased number of discrete 
states, the computational cost is prohibitive, and sufficient 
data can rarely be obtained for estimation of parameters, 
usually resulting in under-sampling and numerical under-
flow errors [4]. Consequently, the suggested coupling 
scheme, as shown in figure 1, offers conceptual advan-
tages of parsimony and clarity with computational bene-
fits in efficiency and accuracy. This is revealed in the 
following sections. 

 
 

Figure 1. Coupled switching linear model. tm  and tn  denote 

discrete state variables. tx  and ty  denote continuous state 

variables. tz  and tw  denote observation vectors. 

 
In the coupled switching linear model, since transition 

between discrete states is Markov process, it follows that 
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referred to in [4], transition probability of joint discrete 
states can be parameterized as  

tttttttt nmnnmnmmctttt knmnmp
1111
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where ck is a normalizing constant, Γ is the state 
transition matrix representing causal influences between 
two switching linear system, and superscript ^ denotes the 
lower switching linear system in figure 1. 
 
2.2 Coupled-forward algorithm 

 
Following [3], given the known parameters of 

switching linear dynamics, the predicted joint-contin- 
uous state variable and the corresponding covariance are 
defined dependently on imt =−1  and jmt = : 
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where )(
1|1

i
ttx −− and )(

1|1
i

ttP −− are the filtered continuous states and 
its covariance at time 1−t  based on information up to 
time 1−t . Now the filtered joint-continuous state ),(

|
ji

ttx  
and its covariance ),(

|
ji

ttP  are estimated by the conven-
tional Kalman updating algorithm. In particular, we fol-
low Kalman filtering application of [1] to active contour 
model. 

From the above fact, as noted by [3], switching linear 
dynamic model requires computing a Gaussian mixture 
with tM  components at time t for M switching states. If 
coupled with a N-switching linear system as shown in 
figure 1, typically tt NM +  computations are required, 
which is clearly intractable for moderate sequence length. 
It is necessary to introduce some approximations to solve 
the intractable computation problem.  

We collapse 22 NM + jointed continuous state 
variables into NM + state variables at each time, and can 
avoid prohibitive increase of computational cost. The 
following collapsing method is given: Expediently only in 
terms of the upper system in figure 1.  
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where tO is a sequence ),,,( 21 tooo �  and to is an obser-
vation vector ),( tt wz . 

The filtered coupled-joint distribution of discrete states 
is defined by 
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where tk is a normalizing constant. From (2) and (3) the 
prediction step given sequence up to time t  gives 
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where pk  is a normalizing constant. Now (6) and (7) are 
iterated during filtering process. 



2.3 Coupled -backward algorithm 
 
While the coupled-forward algorithm is a filtering 

process given sequence up to current time, the coupled-
backward algorithm is a smoothing process given se-
quence of full length. Like the conventional Kalman 
smoothing method, joint-continuous state variable and its 
covariance are smoothed [3]. And the collapsing is simi-
larly performed using the following probability of the 
smoothed coupled-joint discrete states: 
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From (9) the followings are obtained as  
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3. EM learning 
 

EM algorithm is a general iterative technique for find-
ing maximum likelihood parameter estimates in problems 
where some variables are unobserved [7]. It is natural to 
use EM algorithm for our problem, in which unobserved 
variables are continuous state variables tx , ty  and dis-
crete state variables tm , tn . 

Assuming that the probability density for an observa-
tion sequence is parameterized using λ , which consists 
of { }ΓΦ,,,, πQF  and { }ΓΦ ˆ,ˆ,ˆ,ˆ,ˆ πQF , its auxiliary log-
likelihood is given by 

� �=
TT TTNM YX

TTTTTTT dYdXOYXNMppL
, ,

)|,,,,(log λ  

)]|,,,,([log λTTTTTp OYXNMpE=        (12) 
where ),( TT NM  and ),( TT YX , are sequences(of length 
T) of discrete states and continuous states, respectively, 
λ  is the parameter set estimated previously, and  

),|,,,( λTTTTT OYXNMpp = . EM algorithm starts with 
some initial guess and proceeds by applying the following 
two steps repeatedly until the likelihood converges: 
 

E-step On the condition given the observation se-
quence of full length TO  and the previous parameter 
set λ , we estimate the hidden continuous states and 
discrete states through the backward process following 
the forward process described in sections 2.2 and 2.3. 
M-step If L  is expressed by λ  and the estimations 
from E-step, then we estimate λ  maximizing L .  
 
 

 

4. Recognition 
 

Recognition of hand gestures can be considered as the 
problem to determine which model tracks a hand gesture 
well. Therefore, a given sequence of hand gestures can be 
recognized by means of the likelihood values of candidate 
models. 

In order to track and recognize hand gestures simulta-
neously, we have to compute the likelihood of each model 
while tracking is being performed with the coupled-
forward algorithm. 

If the coupled switching linear model is represented by 
the parameter set λ , log-likelihood τL~  of λ  at time 
τ  is obtained by 
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where tk  has been computed in (6). 
 
5. Experimental Result 
 
An observation, to , is shown as edges detected by line 
searching along the normal direction at sample points on a 
hand contour [1]. For robustness and accuracy of the one 
dimensional edge detection, we use a Mahalanobis 
distance from a mean color of a hand with its covariance 
rather than common gray intensities. However, the edge 
detection using color models fails well when a hand 
moves in front of a face, which is frequent in hand 
gestures considered. Figure 2-(a) shows two saparate 
trackers of hands using conventional switching linear 
model [6]. The left hand tracker was not able to catch a 
finger’s moves due to failure in the detection of edges. 
However, in figure 2-(b) where the presented coupling 
method was applied, since the right hand tracker forces 
the left one to operate its own switching dynamics, the left 
tracker could track successfully regardless of failures in 
edge detection. We can confirm it in figure 3 which shows 
transition between discrete states in the left hand tracker. 
The left hand model has been trained to have three states: 
State 1 corresponds to moving one’s fist, state 2 describes 
shape changes from stone to scissors, and state 3 
corresponds to moving the scissors to the origin. If 
coupling is applied, switching discrete states is well 
performed as shown in figure 3-(b). 

We have prepared four models for four two-hand 
gestures. For the purpose of recognition during tracking, 
Tracking is performed through the coupled-forward 
algorithm with respect to all models. At the same time, 
likelihood values for all models are computed by (13).  
Accordingly, an observed sequence is recognized as the 
model with the minimum value. Figure 4 shows results in 
recognition during tracking. 

 



 
(a) without coupling 

 
(b) with coupling 

Figure 2. Tracking two hands   

   
(a) Without coupling       (b) With coupling 

Figure 3. Transition between discrete states. 

In (a) and (b) of figure 4, although each corresponding 
hand has similar motion, both two-hand gestures can be 
discriminated as shown in figure 5. This confirms that the 
proposed coupled switching linear model well explains 
the interaction between two hands. 

 
a. Sequence tracked and recognized by model A 

 
b. Sequence tracked and recognized by model B 

 
c. Sequence tracked and recognized by model C 

 
d. Sequence tracked and recognized by model D 

Figure 4. Recognition of two-hand gestures during tracking. 

 
Figure 5. Likelihood vs. frame. Given the sequence in figure 5-a, 
likelihood values are plotted with respect to model A and B. 
  
7. Conclusion 
 

We have proposed a coupled switching linear model, 
which is an interacting process between two switching 
linear models and presented its EM learning method using 
a collapsing method. We have applied the proposed 
scheme to recognizing two-hand gestures. The presented 
method showed the effectiveness in tracking shape-
changing hand under failures in feature detection. And it 
also showed satisfactory results that two-hand gestures are 
recognized and tracked simultaneously. 
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