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ABSTRACT

Due to the recent proliferation of digital broadcasting, var-
ious schemes for broadcasting continuous media data have
been studied. In general broadcasting systems, since data is
broadcast repetitively, clients have to wait until their desired
data is broadcast. These schemes reduce this waiting time by
dividing the data into several segments of equal size. How-
ever, data often have appropriate dividing boundaries. For
example, data encoded by MPEG2 can be played every GOP
(Group of Pictures). Hence, it is reasonable to divide the data
into each GOP from the viewpoint of efficient implementa-
tion. In this paper, we propose a scheme to reduce the wait-
ing time considering such restrictions. Our proposed scheme
divides a continuous media data at every unit for playing por-
tions of the data. By scheduling divided data so that clients
finish receiving a unit before starting to play the unit, waiting
time is reduced.

��������: Broadcasting, Continuous Media Data, Video
on Demand, Group of Pictures, Scheduling

1 Introduction

Broadcasting systems have recently been digitized. Since
the influence of noise on digital broadcasting is fainter than
that on analog broadcasting, there is room for the system’s
bandwidth to expand, up to approximately 24 Mbps. More-
over, since it is easy for digital broadcasting to multiplex data,
many channels are available. Accordingly, various schemes
for delivering continuous media data such as music or movies
using attractive digital broadcasting systems have been
studied[1]–[8], [10]. In general broadcasting systems, a server
broadcasts data repetitively. While the server can concur-
rently deliver the data to many clients, clients have to wait
until their desired data are broadcast. In continuous media
data broadcasting, it is usually postulated that clients can play
the data without any interruptions until the end of the data.
Hence, these schemes reduce clients’ waiting time under the
postulate.

Previous studies usually assume that a client can play data
as soon as it starts receiving the data. However, in many
cases, clients can play the data after finishing receiving units
for playing portions of the data. For example:

� A unit for playing data encoded by MPEG is a GOP
(Group of Pictures)[9]. Clients can play a GOP only
after finishing receiving the GOP.

� Continuous media data are sometimes encoded by intra-
frame compression. In this case, a unit for playing data
must be a frame.

� In the case where data is encoded by inter-frame com-
pression, a unit for playing data must be a group of
these interconnected frames. MPEG is one of these
cases.

These can be regarded as a restriction in that the data divided
into given data sizes cannot be played as soon as clients start
receiving the divided data. Accordingly, clients must wait
until a unit is received. This problem cannot be efficiently
solved only by artificially delaying the start of playback by
the largest size of units. Because a comparison with conven-
tional schemes, which are extended to wait the start of play-
back, reveals that our proposed scheme gives shorter waiting
time than these extended conventional schemes.

In this paper, we propose a broadcasting scheme to reduce
waiting time considering such a restriction. By dividing data
into each unit to be played, and scheduling them so that clients
finish receiving a unit before starting to play the unit, our pro-
posed scheme reduces the waiting time.

The remainder of this paper is as follows: In Section 2, we
discuss related researches. We propose a scheme for contin-
uous media data with restrictions in data division in Section
3. We analyze it in Section 4 and evaluate it in Section 5. In
Section 6, we discuss our proposed scheme and conclude the
paper in Section 7.

2 Related Works

In continuous media data broadcasting, clients have to wait
until their desired data is broadcast. Accordingly, various
schemes have been proposed to reduce this waiting time. These
studies assume that a client can play the data as soon as it
starts receiving the data.

The Harmonic Broadcasting (HB) scheme divides a contin-
uous media data into � segments ��� � � � � �� of equal size.
In addition, a segment �� (� � �� � � � � � ) is divided into �
sub-segments ����� � � � � ����. Segments or sub-segments can
be played as soon as clients start receiving them and cannot be
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Figure 1: A broadcasting schedule under the HB scheme
(� � �).

received midstream. The server uses� channels��� � � � � �� .
The bandwidth of �� is ���. Here, � is the consumption rate
of the data. For example, when a server broadcasts a 5 Mbps
data encoded by MPEG2, � � � Mbps. The server broad-
casts ����� � � � � ���� via �� repetitively. Since �� is frequently
broadcast in ��, clients’ waiting time can be reduced. Fig. 1
shows an example of the broadcasting schedule under the HB
scheme when � � �.

The Cautious Harmonic Broadcasting (CHB) scheme is an
extended scheme of the HB scheme. The CHB scheme di-
vides a segment �� (� � �� � � � � � ) into � � � sub-segments.
The server uses � � � channels. The bandwidth of �� or
�� is � and that of �� (� � �� � � � � � � �) is ���. The server
broadcasts�� in��, �� and�� in��, and������� � � � � ������
in �� repetitively. Since clients finish receiving �� before the
time to play ��, a client that plays �� as soon as it starts re-
ceiving �� can play the data all the way through without in-
terruption. Though the average waiting time under the CHB
scheme is longer than that under the HB scheme, this enables
more simple receiving mechanism.

In this paper, we do not assume that a client can play the
data as soon as it starts receiving the data.

3 Proposed Scheme

We propose a scheduling scheme, the Asynchronous Har-
monic Broadcasting (AHB) scheme, to reduce clients’ wait-
ing time when units to be played are given. The AHB scheme
adopts the HB scheme’s idea that the bandwidth of each chan-
nel is adjusted so that a client finishes receiving a segment
before it plays the segment. A difference between the AHB
scheme and conventional schemes such as the HB or the CHB
is that the AHB scheme divides data into separate units to be
played. Due to the recent digitalization of broadcasting sys-
tems, waiting time reduction on digital broadcasting is still
required. Hence, the AHB scheme is useful for current broad-
casting systems.

3.1 Assumed Environment

� Continuous media data cannot be played as soon as a
client starts receiving the data. The data can be played
after the client finishes receiving a unit to be played.

� A server broadcasts divided data repetitively via multi-
ple channels.
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Figure 2: An example of a broadcasting schedule under the
AHB scheme.

� A client can concurrently receive the data via multiple
channels.

� A client has a buffer large enough to store the data.

� A client starts receiving the data after the client’s user
demands the data.

An example of our assumed environment is broadcasting
movie data encoded by MPEG2 via a satellite digital broad-
casting system.

3.2 The Scheduling Process

We denote 	 as the playing time of a continuous media
data, and � as the data consumption rate. Note that � is con-
stant while clients play the data (constant bit rate). Further-
more, 
�� � � � � 
� denote the data sizes for units to be played,
i.e., the data size needed to play some portions of a contin-
uous media data such as a GOP or a frame. According to

�� � � � � 
� , the data is divided into � segments ��� � � � � �� .
That is, the data size for �� (� � �� � � � � � ) is 
�. The play-
ing time of ��, which is denoted by ��, becomes 
��� and
	 � �� � � � � � �� � �
� � � � � � 
����. The scheduling
process is shown below:

1. Divide the data into ��� � � � � �� so that the data size for
�� is 
� (� � �� � � � � � ).

2. Use � channels ��� � � � � �� and set the bandwidth of
�� (� � �� � � � � � ), which is denoted by �� , by the fol-
lowing equation:

�� �

�

��
��

� �� � � � �� ����
 (1)

3. Broadcast �� via �� repetitively. Note that, since seg-
ments are not received midstream, �� is divided into
several sub-segments.

Furthermore, �� is adjusted so that the total bandwidth� �
�� � � � �� �� is equal to the available bandwidth. By setting
the bandwidth by (1), a client can finish receiving � � before
it starts playing �� . For example, Fig. 2 shows a broadcasting
schedule under the AHB scheme where � � �	��, 
� � ��,

� � �, 
� � ��, and 
� � ��. In this case, �� becomes



���. A dashed line indicates a separator of sub-segments and
the shaded area indicates the data received by a client that
demands the data at ��.

3.3 Implementation

A server divides a continuous media data into each unit to
be played. The server adjusts �� according to the available
bandwidth and broadcasts segments repetitively according to
the schedule produced by the AHB scheme. When the server
broadcasts a segment, it adds the data number and the segment
number to the front of the segment, enabling clients to receive
the data number and the segment number of the received seg-
ment. Since this additional information is often written in
front of segments, clients cannot receive segments from mid-
stream. Since the data size for additional information is small
compared with that for the whole data, we ignore the time
needed to broadcast it.

When a user demands to play a continuous media data, the
user’s client starts receiving the desired data from the broad-
cast data. Then, the client plays the data as soon as it finishes
receiving ��. While the client plays the data, it receives the
broadcast data and stores the data into its buffer. After all sub-
segments of �� (� � �� � � � � � ) are received, the client quickly
combines them to play ��. The client plays the combined ��

as soon as the client finishes playing ����. In this way, the
client can play the data right through without any interrup-
tions. For example, suppose that a user demands the data at
�� (Fig. 2). The user’s client starts receiving �� from �� and
starts playing �� at �� as soon as the client finishes receiving
��. Since �� � ���, the playing time of �� is longer than the
time needed to broadcast ��. Accordingly, the client finishes
playing �� at ��. Since the client finishes receiving �� at ��,
the client can play �� without interruption. The client fin-
ishes receiving �� before the client finishes playing �� (��),
and finishes receiving �� before it finishes playing �� (��).
Accordingly, the client can play the data right through with-
out any interruptions.

4 Analysis

The necessary bandwidth for broadcasting a continuous me-
dia data with the AHB scheme � is:

� �

��
���

�� � �� �

��
���


�
��
��

� �� � � � �� ����

� �� �
��
���


����


�� � �
� � � � �� 
���� ��
 (2)

The maximum waiting time is �
����, and the minimum wait-
ing time is 
����. Since the waiting time is supposed to be
uniformly distributed, the average waiting time ���� is:

���� �
�
�
���

 (3)
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Figure 3: The histogram of data size needed to play the data.

Table 1: Statistics of the data for evaluation.

Minimum (Kbytes) 70
Maximum (Kbytes) 458
Average (Kbytes) 392
Variance (Kbytes)� 1,163
Total (Mbytes) 2,349
Segments 5,994

4.1 Playing without Any Interruptions

When a server broadcasts a continuous media data accord-
ing to the broadcasting schedule produced by the AHB scheme,
a client that starts playing �� as soon as it finishes receiving
�� can play the data without any interruptions until its end.
The reason is given below.

A client finishes receiving �� after 
���� from the time
that it starts receiving ��. Shortly after that, the client starts
playing ��. The client starts playing �� (� � �� � � � � � ) af-
ter �� � � � � � ���� from the time that it starts playing ��.
Therefore, it takes 
���� � �� � � � � � ���� for the client to
start playing �� after it starts receiving ��. On the other hand,
since the bandwidth of �� is given by (1), the broadcasting
interval of �� is 
���� � �� � � � � � ����. Hence, it takes

���� � �� � � � � � ���� for the client to finish receiving ��

after it starts receiving ��. In this way, the client can finish
receiving �� before it starts playing ��.

The name AHB is derived from the fact that the broadcast-
ing intervals of �� are not synchronized with that of ��.

5 Performance Evaluation

In this section, we evaluate the necessary bandwidth and
the average waiting time under the AHB scheme. Moreover,
we compare the average waiting time with that under the HB
scheme and the CHB scheme in the case where a client waits
so that it can play the data without any interruption. In this
section, we use data for 60 minutes encoded by MPEG2 (� �
� Mbps). Since units for playing a data encoded by MPEG2
are GOP, 
�� � � � � 
� are given by the data sizes for the GOP.
Fig. 3 shows the histogram of units to be played, i.e., the GOP.
Tab. 1 shows the relevant statistics. Although the distribution
of units to be played does not always resemble the histogram,
it is clear that data sizes for units to played are not constant.
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Figure 4: Necessary bandwidth under the AHB scheme.

5.1 The Necessary Bandwidth under the AHB
scheme

The necessary bandwidth for broadcasting continuous me-
dia data under the AHB scheme is shown in Fig. 4. The hor-
izontal axis represents �� and the vertical axis the necessary
bandwidth. We can see that a larger �� requires a larger band-
width and the increasing rate becomes lower as �� increases.
For example, in the case where �� � 
� Mbps, the necessary
bandwidth is 25 Mbps, and where �� � 
� Mbps, the neces-
sary bandwidth is 28 Mbps. Where �� � 
� Mbps, the nec-
essary bandwidth is 36 Mbps, and where �� � �
 Mbps, the
necessary bandwidth is 37 Mbps. Although �� is increased by
the equivalent 0.1Mbps, the necessary bandwidths increase
by �� � �� � � Mbps or � � �	 � � Mbps. This is be-
cause the interval of �� (� 
����) decreases in inverse pro-
portion to ��. Hence, a larger �� further decreases the interval
of ��. Since the interval of �� is included in the denominator
of (1), a larger �� increases the necessary bandwidth at the
lower rate.

For example, in the case where �� � �
 Kbps, the neces-
sary bandwidth is �� Mbps. Since the bandwidth of a gen-
eral satellite digital broadcasting system is approximately 24
Mbps, this is practical.

5.2 The Average Waiting Time

The average waiting time under the AHB scheme is shown
in Fig. 5. The horizontal axis represents the bandwidth and
the vertical axis the average waiting time. It is clear that
a larger bandwidth reduces the average waiting time more.
This is because clients can receive �� more frequently since
a larger bandwidth further decreases the interval of ��. In
the case of broadcasting MPEG2 (5 Mbps) data for 60 min-
utes via a 24 Mbps satellite digital broadcasting system, the
average waiting time is 47.3 seconds.

5.3 Comparison with the HB scheme and the
CHB scheme

By extending conventional schemes to delay the start of
playback by the largest size of units, clients can play the data
without interruption. Therefore, we compare the AHB scheme
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time under the AHB scheme.
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Figure 6: An example of data division under the AHB scheme
and the HB scheme.

with these extended conventional schemes such as the HB
scheme and the CHB scheme.

In the HB scheme and the CHB scheme, the data is as-
sumed to be played as soon as clients start receiving it. Hence,
in cases where the data is played after clients finish receiv-
ing a unit to be played, clients cannot always finish receiv-
ing the unit before the time to play it. Accordingly, clients
have to wait to finish receiving the unit before playing it.
Therefore, the waiting time is different from that in the case
where the data is played as soon as the client starts receiv-
ing it. An example follows: In the case where 
� � ��,

� � �, 
� � ��, and 
� � ��, the AHB scheme divides
the data into ��� � � � � �� according to the data sizes for the
units to be played. However, the HB scheme divides the data
into � �

�� � � � � �
�

� without concerning 
�� � � � � 
�, and broad-
casts them as shown in Fig. 6 (a single segment includes some
GOPs). Suppose that a client that demands the data at �� starts
playing the data at �� as soon as it finishes receiving �� (some
portion of �� included in � �

� is received in ��). To play the
data without interruption, the client has to finish receiving ��

before ��, i.e., the time to play ��. However, since the client
finishes receiving � �

�, which is included in ��, at ��, the client
cannot finish receiving �� until ��. In this case, by starting
to play �� after �� � �� from the time it finishes receiving
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��

�, the client can play the data without interruption until the
end of the data. In this case, the waiting time increases by
�� � ��. In this way, we calculated the average waiting time
under the HB scheme and the CHB scheme. The result is
shown in Fig. 7. The horizontal axis represents the bandwidth
and the vertical axis the average waiting time. The value of
�� under the AHB scheme and the number of segments under
the HB scheme and the CHB scheme are adjusted according
to the available bandwidth. The average waiting time under
the HB scheme and the CHB scheme are longer than that un-
der the AHB scheme. The average waiting time under the
HB scheme is shorter than that under the CHB scheme. This
is because the number of segments under the HB scheme is
larger than that under the CHB scheme. Since the interval of
�� under the HB scheme is shorter than that under the CHB
scheme, the average waiting time is shorter. However, since
the average waiting time depends on the data sizes for units
to be played, the average waiting time under the HB scheme
is not always shorter than that under the CHB scheme. For
example, in the case where 
� � 
� � 
� � 
� � �, and the
bandwidth is ����, the average waiting time under the CHB
scheme is shorter than that under the HB scheme.

When broadcasting MPEG2 data (5 Mbps) for 60 minutes
via a 24 Mbps satellite digital broadcasting system, the av-
erage waiting time under the AHB scheme is 47.3 seconds,
whereas that under the HB scheme is 78.3 seconds and that
under the CHB scheme stretches out to 123 seconds.

6 Discussion

The AHB scheme reduces the average waiting time where
units to be played are given beforehand. By changing � �, the
necessary bandwidth is adjusted to the available bandwidth.

6.1 Comparison with Previous Studies

As mentioned above, the average waiting time under the
AHB scheme is shorter than that under the HB scheme and
the CHB scheme. In this way, the average waiting time under
the AHB scheme is shorter than that under schemes that do
not consider units to be played.

�

��

��

��

��

���

���

���

���

���

� ��� ��� ��� ��� ��� ��� 	�� ��� 
�� ����

�

�
�
�
��
�
�
��

�
	

	�
�
��
	
�
��
�
�
�
�

��

�

��

Figure 8: The number of segments and the average waiting
time.

6.2 The Number of Segments and the Average
Waiting Time

Since the average waiting time under the AHB scheme de-
pends on the number of segments � , we discuss the effect of
� on the average waiting time.

We assume that the data sizes for units to be played are
equal (
� � � � � � 
� � 
). We adjust 
 so that the total
amount of units, 
� � � � � � 
� , is � M�	
� 	
�� � ���

Mbytes. Fig. 8 shows the average waiting time when broad-
casting such continuous media data (� � � Mbps) for 60 min-
utes via a 24 Mbps bandwidth. The horizontal axis represents
the number of segments � and the vertical axis the average
waiting time. It is clear that a larger � has a greater effect at
reducing the average waiting time. However, a larger � fur-
ther decreases the reduction rate because 
 becomes smaller
in inverse proportion to � . For example, in the case where
� � �
, 
 is 45 Mbytes. To achieve the necessary band-
width of 24 Mbps, �� becomes ��	 Mbps. In this case, the
average waiting time is ��� �� M������� ��	 M� � �
	
seconds. Where � � �

, 
 is 22.5 Mbytes and the average
waiting time is �� � ��� M������ � ��� M� � 	�� sec-
onds. Whereas, in the case where � � ��
, 
 is �� Mbytes
and the average waiting time is �� � �� M������ � ��	
K� � � seconds. Where � � �


, 
 is ��� Mbytes
and the average waiting time is �� � ��� M������ � �	�
K� � �� seconds. In this way, although � is equivalently
increased by 50, since the decreasing rate of 
 is different, the
rate of the average waiting time reduction decreases.

Under the HB scheme and the CHB scheme, which divide
data into segments in equal size, the average waiting time is
sharply reduced repetitively. This occurs because the bound-
aries that divide the data match the boundaries of units to be
played. Hence, a client that starts playing the data as soon as
it finishes receiving the first unit to be played (�� in Fig. 6)
can play the data without any interruptions. When using 24
Mbps, the HB scheme divides the data into 67 segments, and
the CHB scheme divides the data into 41 segments (These
numbers of segments are calculated by the given equations
in [2] and [5]). Hence, if � is some integral times of these
values, the average waiting time is reduced sharply. For ex-
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Figure 9: A broadcasting schedule under the AHB scheme for
VBR.

ample, when � � 	� ���� �
�� � � �, the average waiting time
under the HB scheme is reduced sharply. Particularly, when
� � 	, the boundaries that divide the data under the AHB
scheme are the same as those under the HB scheme. Hence,
the average waiting time under the HB scheme is equal to that
under the AHB scheme.

6.3 A Modification for VBR

MPEG has two types of bit rate. One is CBR, in which the
consumption rate is constant while the data is played. The
other is VBR (Variable Bit Rate), in which the consump-
tion rate varies while the data is played. In this paper, al-
though the data was assumed to be CBR, here, we introduce
an application of the AHB scheme to VBR. In VBR, since
the consumption rate varies with every unit to be played, let
�� (� � �� � � � � � ) indicate the consumption rate of ��. In
the case of VBR, since the same arguments in Section 4.1
are established (�� � 
����), a client that starts playing the
data as soon as it finishes receiving �� can play the data com-
pletely without any interruptions by giving the bandwidth of
�� (� � �� � � � � � ) by (1). Hence, the AHB scheme can be
easily implemented also in the case of VBR. The necessary
bandwidth is not given by (2), but:

� � �� �
��
���


���


� �
�
��
	�

� � � �� ����

	���

�
��
 (4)

Fig. 9 shows the broadcasting schedule in the case where �,

�� � � � � 
� are the same as in Fig. 2, and the consumption rates
of segments are �� � �, �� � ���, �� � 
��, and �� � ���.

7 Conclusion

In many cases, continuous media data has a restriction in
that the data divided into given data sizes are not played as
soon as clients start receiving it. Accordingly, clients have to
wait until a unit is received to play portions of the data. In
this paper, we proposed a scheme to reduce the waiting time
considering such restrictions in data division.

Our proposed scheme, the AHB scheme, reduces clients’
waiting time where units to be played are given beforehand.

We revealed that the average waiting time under the AHB
scheme is shorter than that under the HB scheme and the CHB
scheme in cases where the data is assumed to be played after
clients finish receiving a unit to be played. Our future work
includes development of a scheme to reduce the number of
channels in order to simplify implementation.
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