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Abstract
Few-shot video classification aims to learn new
video categories with only a few labeled examples,
alleviating the burden of costly annotation in real-
world applications. However, it is particularly chal-
lenging to learn a class-invariant spatial-temporal
representation in such a setting. To address this,
we propose a novel matching-based few-shot learn-
ing strategy for video sequences in this work. Our
main idea is to introduce an implicit temporal align-
ment for a video pair, capable of estimating the
similarity between them in an accurate and robust
manner. Moreover, we design an effective context
encoding module to incorporate spatial and fea-
ture channel context, resulting in better modeling
of intra-class variations. To train our model, we de-
velop a multi-task loss for learning video matching,
leading to video features with better generalization.
Extensive experimental results on two challenging
benchmarks, show that our method outperforms
the prior arts with a sizable margin on Something-
Something-V2 and competitive results on Kinetics.

1 Introduction
Video classification, which aims to learn spatio-temporal vi-
sual concepts in video, is a fundamental task in computer
vision. In particular, recognizing action categories plays an
important role in a wide range of applications such as video
retrieval, behavior analysis and human-computer interaction.
Recently, significant progress has been made in video classi-
fication thanks to the powerful representation learned by deep
neural networks [Wang et al., 2016; Carreira and Zisserman,
2017a; Wang et al., 2018]. While such fully-supervised ap-
proaches are capable of modeling class-specific short-term
motion patterns and long-range temporal context, they typ-
ically require abundant annotated data. This is not only labo-
rious due to extra temporal dimension, but also restrictive for
deploying algorithms in real-world settings, which often need
to adapt to novel categories.
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To tackle the issue of label scarcity, a prevailing strategy,
inspired by human visual recognition, is to enable the al-
gorithm to learn to recognize a novel video category with
only a few annotated clips. Such a learning task, termed as
few-shot video classification, has attracted much attention re-
cently [Zhu and Yang, 2018; Cao et al., 2020; Zhang et al.,
2020]. Most of these attempts adopt the metric-based meta-
learning framework [Vinyals et al., 2016], in which they first
match learned features from support and query video clips,
and then assign the category label for query video based on
the matching scores.

Despite their promising results, those methods often suffer
from two drawbacks due to the large intra-class variation of
video categories and difficulty in matching two mis-aligned
video instances. First, most approaches focus on learning
a global video representation by exploiting salient memory
mechanism [Zhu and Yang, 2018] or introducing the spatial-
temporal attention [Zhang et al., 2020], which rarely explores
the temporal alignment for matching videos. Second, while
few recent method [Cao et al., 2020] attempts to introduce
explicit temporal alignment based on dynamic time warp-
ing [Müller, 2007], such matching process needs to calculate
a dense frame-wise correspondence, which can be computa-
tionally expensive (e.g. in the square of video length).

In this work, we aim to tackle the aforementioned limi-
tations by proposing a novel matching-based few-shot video
classification strategy, which enables us to leverage the tem-
poral structure of video instances and avoid dense frame cor-
respondence estimation. Our main idea is to learn an im-
plicit alignment of video sequences based on a factorized
self-attention mechanism that enhances video representation
along temporal, spatial and feature channel dimensions. Such
augmented representation allows us to compute the similarity
between two videos by directly summing similarity scores of
their corresponding frames. More importantly, our attention-
based feature augmentation and similarity metric are class-
agnostic and can be learned via a meta-learning framework.

Specifically, we represent each video as a fixed-length se-
quence of frame features, each encoded as a convolutional
feature map. Our first step is to introduce a self-attention
on each frame’s feature map and a feature channel attention,
which encode per-frame spatial context and a global video
context, respectively. To achieve implicit temporal align-
ment, we further adopt a self-attention mechanism in tem-
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poral domain, which augments frame features with their tem-
poral context and thus reduces temporal variation in video in-
stances. We sequentially apply those three steps of attention-
based feature augmentation, each of which can be computed
efficiently. The final augmented video features are then used
for computing a frame-based similarity in video matching.

To perform few-shot learning, we develop a meta-learning
strategy that employs a multi-task loss to simultaneously ex-
ploit the meta-level and semantic-level supervision. This
effectively regularizes the feature learning during the meta-
training process. We validate our method on two video clas-
sification benchmarks, including Kinetics [Carreira and Zis-
serman, 2017b] and Something-Something-V2 [Goyal et al.,
2017]. We also report an empirical study of different meta-
learning strategies with varying loss designs.

The main contributions of this work are summarized as the
following:

• We propose a simple and yet effective attention-based
representation for few-shot video classification, which
leverages temporal structure of videos and enables fast
estimation of video similarity.

• Our factorized self-attention mechanism captures the
spatial, feature channel and temporal context of a video,
leading to an implicit alignment effect in matching.

• We adopt a multi-task learning strategy for few-shot
video classification that improves model generalization.

• Our model achieves the state-of-the-art or compet-
itive performance on two challenging benchmarks,
Something-Something-V2 and Kinetics.

2 Related Work
Few-shot Learning Inspired by data-efficient learning in
human cognition, few-shot learning aims to learn a new
concept representation from only a few training exam-
ples. Most of existing works can be categorized into
optimization-learning based [Finn et al., 2017; Nichol and
Schulman, 2018; ?; Munkhdalai and Yu, 2017], metric-
learning based [Vinyals et al., 2016; Snell et al., 2017;
Sung et al., 2018] and graph neural network based meth-
ods [Garcia and Bruna, 2017].

Our work is inspired by the metric-learning based methods.
In particularly, Matching Networks [Vinyals et al., 2016] and
Prototypical Networks [Snell et al., 2017; Liu et al., 2020]
learn discriminative feature representations of classes under
cosine or Euclidean distance metric. Relation Network [Sung
et al., 2018] proposes a relation module as a learnable metric.
Our work is in line with the Matching Networks, but we adopt
this idea in more challenging video recognition task, focusing
on a simple and effective design for measuring video similar-
ity.

Video Action Recognition Video classification methods
have evolved from using hand-crafted features [Klaser et
al., 2008; Scovanner et al., 2007; Wang and Schmid, 2013]
to learning representations via deep networks. Particularly,
C3D [Tran et al., 2015] utilizes 3D spatio-temporal convolu-
tional filters to extract deep features from sequences of RGB
frames. TSN [Wang et al., 2016] and I3D [Carreira and

Zisserman, 2017a] uses two-stream 2D or 3D CNNs on both
RGB and optical flow sequences. Prior works [Wang et al.,
2016; Tran et al., 2015] on deep learning based video clas-
sification focus on modeling short-term action-specific mo-
tion information and long-range temporal context[Wang et
al., 2018; Wang et al., 2016; Carreira and Zisserman, 2017a],
which typically require abundant annotated data to train their
models. Hence it is non-trivial to apply them in the few-
shot learning setting directly. Moreover, our work is also
related to some recent works aiming to reduce the computa-
tion cost of the non-local or self-attention[Chen et al., 2019;
Zhang et al., 2019].

Few-shot Video Action Classification Few-shot video
classification aims to classify new video classes with only
a few annotated examples, and attracted much attention in
community recently. The previous approaches mainly focus
on the metric-learning based methods. OSS-Metric Learn-
ing [Kliper-Gross et al., 2011] measures OSS-Metric of video
pairs to enable one-shot video classification. [Mishra et al.,
2018] learns a mapping function from an attribute to a class
center for zero/few-shot video learning. CMN [Zhu and
Yang, 2018] improves the feature representation by introduc-
ing a multi-saliency embedding algorithm to encode video
frames into a fixed-size matrix. [Zhang et al., 2020] propose
a model that captures short-range dependencies with a 3D
backbone and discards long-range dependencies via a self-
trained permutation invariant attention. These works typi-
cally use the global averaged feature for the final matching,
which leave the temporal alignment rarely explored.

More recent works have benefited from treating the video
matching problem as the sequence matching problem. In-
spired from text matching in machine translation [Bahdanau
et al., 2014; Wang and Jiang, 2016], TARN [Bishay et
al., 2019] utilizes attention mechanisms to perform temporal
alignment. OTAM [Cao et al., 2020] suggests preserving the
temporal order of video data and proposes an ordered tempo-
ral alignment module, which utilizes a differentiable variant
of the classical DTW [Müller, 2007] algorithm, to perform
the matching. However, this kind of explicit alignment de-
sign needs to calculate a dense frame-wise similarity, making
it inefficient in the video classification tasks. By contrast, we
propose a learnable implicit temporal alignment strategy to
achieve accurate and robust video matching.

3 Problem Setup and Terminology
We consider the problem of few-shot video classification,
which aims to learn to predict video categories from only a
few annotated training video clips per category. To this end,
we adopt a mete-learning strategy [Vinyals et al., 2016] to
build a meta learner M that solves similar few-shot video
recognition tasks T = {T} sampled from an underling task
distribution PT .

Formally, each few-shot video classification task T (also
called an episode) is composed of a set of support data S
with ground-truth labels and a set of query video clips Q.
For the C-way K-shot setting, the annotated support data
consists of K clip-label pairs from each class, denoted as
S = {(Xs

c,k, y
s
c,k)}

c∈CT
k=1,··· ,K , where {yc,k} are video-wise
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Figure 1: Illustration of the overall framework. In training phase, the semantic prediction and meta prediction are used for multi-task
learning simultaneously. The semantic prediction is ignored during the inference on the given task.

labels. CT is the subset of class sets for the task T and
|CT | = C. Similarly, the query set Q = {(Xq

j , y
q
j )}

Nq

j=1,
contains Nq videos from the class set CT whose ground-truth
labels {yqj} are provided during training but unknown in test.

The meta learner M aims to learn a functional mapping
from the support set S and a query video Xq to its category
yq for all the tasks. To achieve this, we construct a training
set of video recognition tasks Dtr = {(Sn,Qn)}|D

tr|
n=1 with

a class set Ctr, and train the meta learner episodically on the
tasks in Dtr. After the meta-training, the model M encodes
the knowledge on how to perform video classification on dif-
ferent video categories across tasks. We finally evaluate the
learned model on a test set of tasks Dte = {(Sm,Qm)}|D

te|
m=1

whose class set Cte is non-overlapped with Ctr.

4 Our Approach
In this work, we adopt a matching-based few-shot learning
framework to build a meta-learner M for video classifica-
tion. Our goal is to design a class-agnostic matching strategy
capable of measuring the similarity of two video instances
in an efficient and robust manner. To achieve this, we de-
velop a video representation based on self-attention mecha-
nism, which provides an implicit temporal alignment effect
and yields an efficient matching-based video classifier.

Specifically, we introduce a factorized self-attention mech-
anism that augment the original frame-based video represen-
tation in temporal, spatial and feature channel dimensions.
This alleviates the intra-class variations of video instances,
particularly along the temporal dimension. Consequently, we
are able to compute the similarity of two videos via a direct
summation of similarity scores of their corresponding frame-
level features and thus bypass explicit video alignment. Such
feature augmentation strategy does not depend on specific
video class and can be generalized to novel categories.

To this end, we develop a deep conv network, as our meta-
learner, to embed each video into its representation and to
classify query videos. Our network consists of three main
modules: an embedding network that computes convolutional
feature maps for the video frames within a task (in Sec. 4.1);
a context encoding network that enrich the feature representa-

tion of support and query videos by encoding the spatial and
feature channel context (in Sec. 4.2); and an implicit tempo-
ral alignment network to align the two videos for accurate
and robust matching (in Sec. 4.3).

To train our meta model, we introduce a multi-task learn-
ing strategy for the few-shot video recognition that exploits
the entire set of known categories for effective learning (in
Sec. 4.4). We refer to our model as the Implicit Temporal
Alignment Network (ITANet). An overview of our frame-
work is illustrated in Fig. 1 and we will present the model
details in the remaining of this section.

4.1 Embedding Network
Given a few-shot task (or episode), the first module of our
ITANet is an embedding network that extracts the convolu-
tional feature maps of all frames in each video clip. Fol-
lowing prior work [Cao et al., 2020; Zhu and Yang, 2018],
we adopt ResNet [He et al., 2016] as our embedding net-
work. Formally, we denote the embedding network as fem,
and compute the feature maps of videos in a task T as F =
fem(X), ∀X ∈ S ∪ Q. Here F ∈ RHf×Wf×nt×nc , nc is
the number of feature channels, (Hf ,Wf , nt) is the height,
width and temporal length of the feature map.

4.2 Context Encoding Network
To cope with intra-class variation of videos, we first intro-
duce a context encoding network to augment the video fea-
tures with spatial context in each frame and global context
of the entire video. Such a context-aware representation en-
riches the frame features and focuses more on the discrimina-
tive part of the video via attention mechanism. This is particu-
larly important for the few-shot task. Specifically, the context
encoding network consists of two components: a frame-wise
spatial context module and a video-wise channel context mod-
ule, which are described in detail as following:
Frame-wise Spatial Context Module The frame-wise spa-
tial context module augments the feature representation of
each frame with its spatial context via a multi-head self-
attention. Specifically, we have the feature map of one video
clip as F = {f1, · · · , fnt

}, fnt
∈ RNf×nc , Nf = Hf ×Wf .

For notation clarity, we focus on a single frame f here.
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We adopt the self-attention mechanism as in [Vaswani et
al., 2017], which maps queries and a set of key-value pairs to
outputs. Formally, given the query q, key k and value v, we
compute the attention as follows:

Attention(q,k,v) = softmax(
qkᵀ

√
dk

)v (1)

Specifically, we employ the multi-head attention, which lin-
early projects the frame feature f by h times with multiple
learnable linear transforms to form queries, keys and values
of dq, dk and dv dimensions. The output of multi-head at-
tention is generated by concatenating h heads, followed by a
linear transform:

Headi = Attention(fWq
i , fW

k
i , fW

v
i ), 1≤i≤h (2)

MultiHead(f) = Concat(Head1, · · · ,Headh)Wo (3)

where Wq
i ∈ Rnc×dq , Wk

i ∈ Rnc×dk , Wv
i ∈ Rnc×dv are

the parameters of linear projections, i is the index of the head,
and Wo ∈ Rhdv×nc , nc is the feature dimension of the final
outputs. We typically set dq = dk = dv = nc/h and use the
residual connection to generate the final spatial context-aware
representation as:

fsp = MultiHead(f) + f , Fsp = {fsp1 , · · · , fspnt
} (4)

Video-wise Channel Context Module Inspired by the
SENet [Hu et al., 2018], we develop a video-wise channel
context module, which captures the interdependencies be-
tween the feature channels of a whole video, as illustrated in
Fig. 2. Formally, given feature representation of one video
clip Fsp ∈ RHf×Wf×nt×nc , we first squeeze the global
spatial-temporal information into a video-wise channel de-
scriptor as:

z =
1

Hf ×Wf × nt

Hf∑
i=1

Wf∑
j=1

nt∑
k=1

F(i,j,k) ∈ Rnc (5)

Then an adaptive recalibration is applied with excitation op-
eration via a bottleneck structure as following:

sch = σ(Wch
2 ReLU(Wch

1 z)) ∈ Rnc (6)

where Wch
2 ∈ Rnc×nc

r and Wch
1 ∈ R

nc
r ×nc are fully-

connected layers, r is the dimensionality reduction ratio.
ReLU and σ are the ReLU function and sigmoid function, re-
spectively. With the activation sch, the channel context-aware
representation are generated by element-wise multiplication
along the channel dimension:

F̃ = {Fsp
1 sch1 , · · · ,Fsp

nc
schnc
} ∈ RHf×Wf×nt×nc (7)

where Fsp
nch
∈ RHf×Wf×nt is the feature map of a single

channel for the entire video.

4.3 Implicit Temporal Alignment Network
After integrating the spatial-channel context, we introduce
another feature augmentation along temporal dimension to
reduce temporal variation in videos, which enables us to
achieve an implicit alignment effect on two videos for simi-
larity estimation. To this end, we design an implicit temporal

Figure 2: Illustration of the Context Encoding Module.

alignment network for aligning and matching a pair videos,
consisting of two modules as follows: a) a temporal relation
encoding module to enrich each frame with temporal rela-
tional context; b) a similarity metric module to compute the
similarity of a query and a support video.
Temporal Relation Encoding Module We first squeeze
the spatial dimension of context encoded feature map F̃ with
average pooling operation to generate frame-level representa-
tion as follows:

Z = AvgPoolspatial(F̃) (8)

Z = {z1, · · · , znt
} ∈ Rnt×nc (9)

To encode temporal order information, we also add position
encoding [Vaswani et al., 2017] to update the frame-level fea-
ture Z as below:

zpnt
= znt + pnt , p = fpos(t) ∈ Rnc (10)

Zp = {zp1, · · · , zpnt
} ∈ Rnt×nc (11)

where fpos is position encoding function, which can be co-
sine/sine function or learnable function.

Given the video representation Zp ∈ Rnt×nc , we apply the
multi-head self-attention, in a similar form detailed in Eq 2
and Eq. 3, to all the frame of a video to enhance each frame
with temporal relational context. We also use the residual
structure to produce the final video representation as follows:

Z̃ = MultiHead(Zp) + Zp (12)
Similarity Metric Module Given our enriched video rep-
resentation, we measure the similarity of two video clips by
direct summing the similarity scores of their corresponding
frame features. Such a similarity metric also facilitates learn-
ing an implicit temporal alignment for video matching, which
is enabled by our multi-dimension feature augmentation.

Concretely, given two videos Xi, Xj , their augmented rep-
resentations are denoted as Z̃i = {z̃i1, · · · , z̃int

} and Z̃j =

{z̃j1, · · · , z̃jnt
} . The similarity of these two videos is calcu-

lated as following:

S(Xi,Xj) =
1

nt

nt∑
t=1

(z̃it)
ᵀz̃jt

||z̃it||||z̃
j
t ||

(13)

where we use the cosine distance in computing the similarity
of each frame pair. We use S(Xi,Xj) for the video sequence
matching in few-shot classification.
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Method Data Split Something-Something-V2
1-shot 2-shot 3-shot 4-shot 5-shot

RGB∗

Small

20.0 25.3 29.2 30.9 33.6
Flow∗ 21.2 26.0 30.1 31.8 33.8
LSTM∗ 19.8 24.9 28.6 30.6 32.5
Nearest-FT∗ 27.5 32.0 35.9 37.8 41.0
Nearest∗ 28.1 33.3 37.2 39.2 43.8
MatchingNet[Vinyals et al., 2016]∗ 31.3 35.9 39.8 40.5 45.5
MAML[Finn et al., 2017] 30.9 35.1 38.6 40.0 41.9
Plain CMN[Zhu and Yang, 2018] 33.4 38.9 42.5 44.0 46.5
LSTM-EMB∗ 33.0 38.5 41.8 43.8 46.2
CMN[Zhu and Yang, 2020] 36.2 42.1 44.6 47.0 48.8

ITANet 39.8±0.2 45.8±0.2 49.4±0.4 51.8±0.3 53.7±0.2

TSN++‡

Full

33.6 - - - 43.0
CMN++‡ 34.4 - - - 43.8
TRN++‡ 38.6 - - - 48.9
OTAM[Cao et al., 2020]‡ 42.8 - - - 52.3

ITANet 49.2±0.2 55.5±0.3 59.1±0.2 61.0±0.3 62.3±0.3

Table 1: Accuracy on Something-Something-V2 dataset. We use ResNet-50 as the backbone for fair compassion with previous worsk. ∗
means the results are copied from [Zhu and Yang, 2020] directly. ‡ means the results are copied from [Cao et al., 2020].

4.4 Meta Learning with Multi-task Loss
To estimate the model parameters, we train our network in the
meta-leanring framework. Inspired by previous works [Liu et
al., 2020; Yan et al., 2019], we propose a multi-task learning
paradigm to train the meta model in order to obtain better
video representation.

Specifically, our learning objective consists of two losses:
a) the per-task classification loss defined on the episode label
space, b) the semantic video classification loss on the global
video class space Ctr. For the per-task classification, the final
prediction for a query video Xq in C-way-K-shot setting is
generated by:

ỹq =
CK∑
i=1

S(Xs
i ,X

q)ysi (14)

where ysi is the label of the i-th support video. For the seman-
tic video classification, we add a linear classification head af-
ter the context encoding network to predict the global label
ỹsem for all videos in each task.

We adopt the standard cross-entropy loss in both loss terms
for training our model on the meta-training set Dtr, and the
loss for each task can be written as:

Lall = Lmeta + βLsem (15)

where Lsem = LCE(ỹ
s
sem, y

s
sem) + LCE(ỹ

q
sem, y

q
sem) and

Lmeta = LCE(ỹ
q, yq). Here β is the hyper-parameters to

balance the ratio of the meta loss and semantic loss. To com-
pare different learning paradigms, we perform extensive ex-
periments and detailed analysis in Sec 5.2.

5 Experiments
In this section, we conduct a series of experiments to vali-
date the effectiveness of our method. Below we first give a
brief introduction of experimental configurations and report
the quantitative results on two benchmarks in Sec. 5.1. Then
we conduct ablative experiments to show the efficacy of our
model design in Sec. 5.2.

5.1 Results on SthSth-V2 and Kinetics
Datasets Following previous works, we use the Ki-
netics [Carreira and Zisserman, 2017b] and Something-
Something V2 [Goyal et al., 2017] as the benchmarks. For
the Kinetics dataset, we follow the same split as CMN [Zhu
and Yang, 2018], which samples 64 classes for meta train-
ing, 12 classes for validation, and 24 classes for meta testing.
Each class consists of round 100 samples.

For the Something-Something V2 dataset, there exist two
splits proposed by [Cao et al., 2020] and [Zhu and Yang,
2020]. The two splits differ in the number of samples for
each class. There are about 100 samples per class in the [Zhu
and Yang, 2020]’s split, denoted as ”SthV2-small” in the fol-
lowing paragraphs. And [Cao et al., 2020]’s split uses all
annotated videos of the original Something-Something V2,
which is denoted as ”SthV2-full” below.

Experimental Configuration We follow the same video
preprocessing procedure as OTAM [Cao et al., 2020]. During
training, we first resize each frame in the video to 256×256
and then randomly crop a 224×224 region from the video
clip. For the Something-Something V2 dataset, as pointed
out in [Cao et al., 2020], the dataset is sensitive to concepts
of left and right, hence we do not use horizontal flip for this
dataset.

Following the experiment settings and learning schedule
from [Zhu and Yang, 2018] [Cao et al., 2020], we perform
different C-way K-shot experiments on the two datasets,
with 95% confidence interval in the meta-test phase. Specif-
ically, the final results are reported over 5 runs and we ran-
domly sample 20,000 episodes for each run.

Quantitative Comparison We compare our algorithm with
a wide range of recent methods, as shown in Tab 1 and Tab 2,
and report the 5-way performance on 2 benchmarks, includ-
ing 3 splits: SthV2-small, SthV2-full and Kinetics-100.

The actions in SthSth-v2 are typically order-sensitive(e.g.
pushing something from left to right and pushing something
from right to left), and more challenging to recognize, which
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Method 5-Way 1-Shot 5-Way 5-Shot
MatchingNet[Vinyals et al., 2016] 53.3 74.6
MAML[Finn et al., 2017] 54.2 75.3
LSTM-EMB[Zhu and Yang, 2020] 57.6 76.2
CMN[Zhu and Yang, 2020] 60.5 78.9
ARN[Zhang et al., 2020] 63.7 82.4
Mean[Cao et al., 2020]† 67.8 78.9
Plain DTW[Cao et al., 2020]† 69.2 80.6
OTAM[Cao et al., 2020]† 73.0 85.8
ITANet 73.6± 0.2 84.3± 0.3

Table 2: Results on Kinetics-100 dataset. † means the results are
copied from [Cao et al., 2020].

requires more accurate and robust temporal alignment for
classification. We report the performance of small/full split
in Tab 1. We achieve 39.8%/53.7% for the 5-way 1/5-shot
setting on SthV2-small, which outperform the state-of-the-art
methods by a sizable margin of 3.6 and 4.9, respectively. On
the full split, our method benefits from more labeled samples
in meta-train phase, and achieve 49.2%/62.3% for 5-way
1/5-shot in meta-test phase. The significant improvements
demonstrate the effectiveness of our proposed method.

Further, we evaluate our method on the Kinetics dataset,
in which the videos are not order-sensitive, and report the
performance in Tab 2. The results show our method is also
competitive compared with recent works.

5.2 Ablation Study
We conduct several ablative experiments to evaluate the the
effectiveness of our model on the SthV2-small.

Analysis of Model Components We first show the impor-
tance of each component used in our model by a series of
ablation studies. Specifically, we show the effectiveness of
each component under the 5-way 1-shot setting in Tab 3. We
can see that the spatial and channel context can improve the
baseline method with an improvement of 0.5% and 1.2%, re-
spectively, which indicate the frame-level context and video-
level context make the representation more discriminative.
The proposed implicit temporal alignment contributes to a
significant improvement of 5.4% over the baseline by explor-
ing the temporal order information effectively. The multi-task
learning paradigms introduced for few-shot video learning is
able to improve the final performance with a sizable margin
at 1.9%, which demonstrates the effectiveness of exploiting
semantic information in our method. All components collab-
orate and complement each other, reaching 39.8% finally.

The Effect of Learning Paradigms To study the impact of
different learning strategies, we conduct several experiments
on a MatchingNet baseline and report the results in Tab 4.
First, we only use the semantic loss to train the embedding
network or the standard meta loss and learning protocol to
train the baseline model. Then, we explore learning with se-
mantic loss in the first stage, followed by learning with meta
loss in the second stage. Finally, multi-task learning strategy
are used to verify the effective of the semantics information
used in a joint learning manner. From the experimental re-
sults, we find the multi-task learning achieve the best results
among the different learning strategy, which indicates it can

Spatial Channel ImAlign MultiTask 5-Way 1-Shot
33.2±0.3

3 33.7±0.2
3 34.4±0.2

3 38.6±0.3
3 35.1±0.3

3 3 3 3 39.8±0.2

Table 3: Ablation of the Model Components on SthV2-small. We
use MatchingNet as the baseline(our re-implemented matching net-
work without FCE), which is exactly the first row.

Learning Method 5-Way 1-Shot
Stage-1 Stage-2

Meta Loss 7 33.2±0.3
Semantic Loss 7 32.2±0.2
Semantic Loss Meta Loss 34.4±0.2

Multi Task 7 35.1±0.3

Table 4: Different Learning paradigms on SthV2-small.

TempRelation PosEncoding Frame-wise 5-Way 1-Shot
33.2±0.3

3 35.0±0.2
3 3 35.9±0.3
3 3 3 38.6±0.3

Table 5: Ablation of the Implicit Temporal Alignment on SthV2-
small. We use MatchingNet as the baseline.

exploit the global semantic label effectively and benefit from
the joint optimization.
Design of Implicit Temporal Alignment Here we show
the effectiveness of each component of implicit temporal
alignment by adding them progressively onto our baseline
model. From the Tab 5, we find the temporal relation im-
proves the baseline from 33.2 to 35.0, which indicates the
temporal contextual relation helps the similarity measure-
ment. Moreover, adding position encoding enables the im-
plicit alignment process temporal order-aware, and has a gain
of 0.9. Finally, we use the frame-wise similarity to reduce
the noise in the similarity of global averaged feature, which
achieves the further improvement and reach 38.6%.

6 Conclusion
In this paper, we have presented a novel matching-based
method for few-shot video classification. To cope with large
intra-class variation in videos, we developed a novel video
representation that augments conv features of videos with
spatial, feature channel and temporal context based on a fac-
torized self-attention mechanism. This enables us to achieve
an implicit temporal alignment in video feature space and
adopt a simple frame-wise similarity metric for video match-
ing. We also study a multi-task learning strategy and demon-
strate its superiority in few-shot video learning. Our method
achieves competitive results on the Kinetics and outperforms
the previous works with a sizable margin on the more chal-
lenging Something-Something-V2 benchmark.
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