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ABSTRACT 
With the industry revolution, apparel products also become more sophisticated moving from the basic purpose of 

clothing to aesthetic appeal of the garment embracing the concepts garment fitting and fashion. Garment fitting is a 

key technical essential for comfortable wearing. In garment fitting, size refers to a set of specified values of body 

measurements, such that it will provide a means for garments perfectly fit to a person. With the advent of computer 

software and   improved data mining techniques, researchers attempted new advances in formulation of size charts 

with a better fit. This article suggests a kernel-based clustering approach in developing an effective size chart for the 

pants of Sri Lankan females. A new kernel based approach “Global Kernel K- means clustering” was successfully 

deployed to cluster lower body anthropometric data of Sri Lankan females within the age range of 20-40 years. 

Through the proposed Kernel- based clustering method can effectively handle highly non-linear data in input space 

which is a key property of lower body anthropometric data and make it linearly separable in feature space without 

reduction in dimensions and also mathematically justified. Through this method promising results could be obtained 

and further clustering method was internally validated with kernel based Dunn’s index. The level of fitness of the 

developed size chart was also evaluated with the aggregate loss of fit factor. The proposed method has strong 

implications to utilize globally in developing size charts.  

KEYWORDS: Size charts, clustering, global kernel K-means, cluster validation. 

INTRODUCTION 

In parallel to the industry revolution apparel products 

also become more sophisticated moving from the basic 

purpose of clothing to aesthetic appeal of the garment 

embracing the concepts garment fitting and fashion. 

Garment fitting is a key technical essential for the 

comfortable wearing intact with the aesthetic appeal. 

In this context, size refers to a set of specified values 

of body measurements, such that it will provide a 

means for garments perfectly fit to a person. Fit of a 

garment depends on the closeness between garment 

measurements and the body measurements for which 

it is intended. The purpose of an apparel sizing system 

is to divide a varied population into homogeneous 

subgroups such that garments with set of standard 

sizes can be used by the entire population. The charts 

containing set of body measurements belonging to 

various sub groups of the population is termed as size 

charts. 

Very few number of researchers have involved in the 

process of the development of size charts. However, 

with the introduction of online shopping, the 

importance of perfect size charts is globally 

recognized. Each country understood that they need 

their own size charts representing their population 

because researchers have found that human body 

shapes, proportions and measurements change 

significantly due to the geographical and 

demographical differences. With the development of 

computer software and   improved data mining 

techniques, researchers attempted new advanced 

methods to formulate size charts with better fit.  It was 

revealed that statistical methods  [1], [2], cluster 

analysis methods combined with factor analysis  

[3],[4],[5], Classification and Regression Tree 

(CART) decision tree  method  [6],and Self 

Organizing maps [7] have been used to develop size 

charts. 

Above mentioned approaches have intrinsic 

shortcomings in the way of application such as 

selection of key variables, reduction of variables, 

expectation of linear relationships between variables 

and expectation of normal distribution of variables in 

the process of developing size charts. However, 
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anthropometric data do not follow exact normal 

distribution and also it is not linearly related to each 

other. Only two or three key variables were selected 

for analysis in above existing approaches and this 

variable selection may lead to a wrong decision which 

will produce size charts with imperfect fitting. 

Therefore, instead of considering only a few variables, 

if all relevant variables can be considered in the 

process, an effective size chart could be expected. 

Hence, such approach  will inevitably   capable of 

handling high dimensional non-linear data  and this 

type of research has the highest potential to develop an 

effective size chart.  

There are three revolutions in automated algorithms 

for pattern analysis[8]; detecting algorithm for linear 

relations in the 1960s, introduction of back 

propagation multilayer neural networks and decision 

trees in the mid 1980s and kernel-based learning 

methods which enabled the analysis of non linear 

relations efficiently, in the mid 1990s. The kernel 

based learning facilitates different methods of pattern 

recognition such as classification, correlations, 

rankings, clustering, principal component analysis on 

different types of data such as vectors, strings, images, 

text documents and so on [8].  

The main features of the process of kernel methods can 

be summarized as follows; 

(i) Data items are embedded into a vector space 

called the feature space. 

(ii) Linear relations are sought among the images 

of the data items in the feature space. 

(iii) The algorithms are implemented in such a 

way that the coordinates of the embedded points are 

not needed, only their pair wise inner products. 

(iv) The pair wise inner products can be 

computed efficiently directly from the original data 

items using a kernel function [8]. 

However, mapping input data into high dimensional 

data may be very difficult with larger datasets and 

computationally expensive. Hence, without explicitly 

mapping data to high dimensional feature space 

through a mapping function, kernel can be used to 

implicitly fulfill it which is called a “kernel trick”. 

Through this kernel function input data transform to a 

kernel matrix which is an n×n, (where n is the number 

of cases), symmetric, positive semi-definite matrix 

(where all Eigen values are essentially positive to be a 

valid kernel).  

Although, this approaches were used in other areas 

such as image processing, text classification [9] , [10], 

object recognition[11], gene expression profile 

analysis[12], DNA and protein analysis [13], it is still 

new to the subject of size chart development.  

The objective of this article is to suggest a kernel-

based clustering approach which can handle high 

dimensional, non-linear data, in developing an 

effective size chart for the pants of Sri Lankan females. 

A new kernel based approach “Global Kernel K- 

means clustering” [14] which is used for MRI 

segmentation, was identified as a suitable approach in 

clustering anthropometric data. It was a combination 

of global k-means clustering method [15] and kernel 

k-means clustering method and it avoids the problems 

encountered with k-means clustering. This method has 

been tested using three different artificial datasets and 

MRI images segmentation and compare them with 

kernel k-means clustering. They have proved that 

global kernel k-means clustering is better than kernel 

k-means clustering in terms of clustering error [14].  

Kernel k-means is capable of handling the high 

dimensional data[16] while classical k-means need to 

follow some variable reduction method because of 

computational reasons. This is a very strong reason in 

using kernel k-means for clustering anthropometric 

data because it has more variables which k-means can 

not handle efficiently. A historical development of 

clustering algorithms with a critical review presents in 

the next few sub sections for the benefit of the novel 

reader on clustering algorithms and it also provides a 

rationale for selection of the most appropriate 

algorithm. 

 

K- means Clustering 

K-means clustering is one of the most popular 

clustering method and it has less time complexity 

(which is O(n),where n is the number of cases)[17]. 

In this algorithm, number of clusters need to be 

finalized in advance and the objects are assigned to the 

nearest initial cluster centers which are arbitrary 

selected and these centers moves at each step in order 

to minimize the sum of squared distance from its 

objects to the cluster center. It iterates several times 

until the convergence occurs in a way that the intra-

cluster squared distances is minimized while inter-

cluster distance is maximized. This algorithm usually 

yields clusters approximately of equal size. 

This algorithm has two major drawbacks namely the 

resulted clusters greatly depends on the initial 

positions of the cluster centers and it can only find 

linearly separable clusters [14]. Since, anthropometric 

data are not linearly separable, k-means approach will 

not work well and it was practically experienced in 

analysis of anthropometric data. For high dimensional 

data,  the traditional distance measures can be 

ineffective and hence finding clusters using k-means 

approach can be unreliable[18].  
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Global K- means Clustering 

This algorithm has been proposed by [15] to fix the 

initialization problem in k-means clustering. Instead of 

selecting cluster center initially at arbitrary locations, 

global k-means works in an incremental way of 

finding new cluster centers. In other words, it starts 

with one cluster (k=1) and find the cluster center using 

k-means algorithm and it is the optimal position of the 

cluster center. Then it moves to two clusters (k=2) and 

the second best cluster center obtains after several 

iterations of k-means algorithm. Sequentially adding 

clusters in the above manner locates the cluster centers 

at the optimal positions in k-means algorithm [15]. 

 

Kernel K- means Clustering 

According to Chitta et.al [19], “Kernel k-means is a 

nonlinear extension of the classical k-means 

algorithm. It replaces Euclidean distance function 

employed in the k-means algorithm with a non linear 

kernel distance function”. According to Zhang and 

Rudnicky [20], “the incorporation of kernel functions 

enables the K-means algorithm to explore the inherent 

data pattern in the new space”. Kernel k-means 

algorithms perform better and significantly more 

accurate than conventional k-means algorithms in 

unsupervised classification  [20][21]. Different kernel 

functions are available such as Polynomial kernel, 

Gaussian (RBF) kernel, Sigmoidal kernel and the 

selection of relevant kernel function and its parameters 

depends heavily on the type of data itself[22]. 

 

Global Kernel K -means Clustering 

This algorithm combines the advantages of both global 

k-means and kernel k-means. Therefore it avoids both 

limitations local minima problem and linearly 

separable clusters of k-means and also produces a final 

partition which is independent of the cluster 

initialization [14].This method identifies linear 

clusters in high dimensional feature space and it 

becomes nonlinear clusters in input data space. 

 

Kernel-based Dunn’s Index 

The Dunn’s index [23] measures the ratio between the 

smallest inter-cluster distance and the largest intra-

cluster distance and hence the maximum value of 

Dunn index is corresponding to the optimal number of 

clusters. Dunn’s Index was extended to kernel Dunn 

Index as follows [24]; 

 

𝑘𝐷𝐼(𝐾) =
𝑚𝑖𝑛

1 ≤ 𝑖 ≤ 𝐾
{

𝑚𝑖𝑛
1 ≤ 𝑗 ≤ 𝐾

{
𝛿𝐾(𝐶𝑖,𝐶𝑗)

𝑚𝑎𝑥1≤𝑘≤𝐾{∆𝐾(𝐶𝑘)}
}}     

      ----- (1) 

where  Δκ ( Cκ) is the largest intra-cluster separation of 

cluster k in the feature space, δκ (Ci , Cj) is the 

minimum of kernel based distance between cluster i 

and cluster j in the feature space.  

The kernel distance is given by [25], 

𝐷𝐾
2({𝑝}, {𝑞})   = 𝐾(𝑝, 𝑝) + 𝐾(𝑞, 𝑞) − 2𝐾(𝑝, 𝑞) 

   = 2(1 − 𝐾(𝑝, 𝑞))   ---- (2) 

where D is the kernel distance between two points p, q 

and K(p,q) is the cross similarity of p and q. 

 

METHODOLOGY 
A sample of 1067 females, aged 20-40 years, were 

selected using convenient sampling technique 

covering all provinces in Sri Lanka and including  

different professions such as females in Army, Navy, 

Air force, university students, employed females, non-

employed females etc. Thirteen lower body 

measurements (waist, hip, thigh, mid thigh, knee, mid 

calf, ankle, inseam, outseam, crutchlength, hip height, 

knee height, ankle height) were collected using a 

measuring tape following manual method [26]. In 

order to minimize the measurement error, same person 

was employed in obtaining the measurements of each 

subject. 

Before applying clustering method to the data set, 

different lower body shapes need to be identified to 

make the size chart more successful and Waist-to-hip 

ratio (waist / Hip) is a good standard measure for 

sorting lower body [27] [28]. Hence, three limits of 

WHR were identified to sort the lower body shape in 

to three groups as follows; 

WHR ≤ 0.7  - Small WHR ; 0.71 ≤ WHR   ≤0.79 - 

Medium WHR ; WHR ≥ 0.8  - Large WHR and further 

analysis were done on these three datasets separately.   

For analysis, Matlab version 7.7 software and SPSS 

version 16 were used. Different kernel functions, 

polynomial and Gaussian (RBF) kernel functions, 

were used with different parameters in order to map 

data in input space into high dimensional feature 

space. This results in an (n×n) square kernel matrix 

and it was the input for Global kernel k-means 

clustering algorithm[14].  

For global k-means clustering algorithm number of 

clusters is a priory knowledge. several cluster numbers 

were tried with this algorithm and the best number of 

clusters are obtained with kernel- based Dunn’s Index 

which is used as a technique for cluster validation. In 

developing size charts from those clustered data, size 

intervals for the key measurements need to be decided. 

Out of these 13 variables, waist, hip and inseam length 

were identified as key variables based on Pearson 

correlation coefficients and the same was also 

endorsed in literature. Hence, size interval for waist, 

hip and inseam were decided based on measurement 

range and international size standards [29]. 
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Resulted size charts were validated using Aggregate 

loss of fit factor which is given by,  

 

𝐴𝐿𝐹 =
∑ √(𝑎𝑖1−𝑏𝑖1)2+(𝑎𝑖2−𝑏𝑖2)2+(𝑎𝑖3−𝑏𝑖3)2𝑛

𝑖=1

𝑛
  ---- (3) 

 

where a1, a2  and a3   are the assigned values for the key 

variables  of individual,  b1, b2, and b3  are the actual  

values of the key  variables of individual and  n is the 

number of members in each clusters[2]. 

 

RESULTS AND DISCUSSION 
The dataset was basically categorized into three 

groups as described above according to the body 

shapes. Accordingly, 124 samples for Small WHR, 

629 samples for Medium WHR and 315 samples for 

Large WHR were yeild.  

Polynomial kernel function and Gaussian (RBF) 

kernel function were tested with different parameter 

values and finally RBF kernel function was selected as 

the most suitable one as polynomial kernel function 

did not generate a valid kernel capable of successful 

clustering. The sigma value which produced a kernel 

matrix with highest variance was taken as the optimum 

value for sigma. Therefore, different sigma values 

were used to create kernel matrices and then checked 

for its variances and selected the sigma value which 

gave the highest variance. Accordingly, sigma value 

was selected as 11 for small WHR dataset and 13 for 

the other two datasets. Optimum number of clusters 

based on kernel based Dunn’s Index for small WHR 

category was two and for other two categories were 

three(Table 3.1). 

 
Table 3.1 Number of Clusters and relevant KDI for 3 

datasets 

 Cluster No. KDI 

Small WHR 
2 

3 

4 

0.1040 

0.1014 

0.0961 

Medium WHR 

2 

3 
4 

0.0339 

0.0466 
0.0415 

Large WHR 

2 

3 

4 

0.0636 

0.0727 

0.0523 

 

After finalizing the number of clusters, using Global 

kernel k-means clustering approach, three datasets 

were clustered separately. In developing size charts 

from these clustered datasets, 4 cm interval was 

maintained for waist and hip[26] while 6 cm interval 

for inseam height which resulted three inseam groups; 

short ( 68 cm/26.5”), regular (74 cm/29”) and long (80 

cm/31.5”) for all clusters. After grouping the key 

variables as explained above, the mean values of the 

secondary measurements in each group were 

calculated and tabulated accordingly. 

For example, Table 3.2 shows the size chart for small 

WHR category and Table3.3 shows the adjusted size 

chart where the measurements were adjusted 

maintaining a constant gap which facilitate production 

process. 
 

Table 3.2 Size chart of small WHR category (waist/ hip ≤ 0.7) 

Inseam Short 68 cm Regular 74 cm Long 80 cm 

Waist 54 54 58 54 54 58 58 62 66 58 62 66 

Hip 78 82 86 78 82 86 90 90 98 86 90 94 

Thigh 42.2 45.6 48.4 42.4 45.3 47.8 50.7 50.6 56.6 47.8 51.4 53.6 

Mid thigh 36.4 38.4 40.3 36.1 37.5 39.6 41.8 41.5 45.8 39.4 42.2 44.5 

Knee 30 30.6 31.8 30.4 30.8 31.8 31.6 31.7 32.5 31.2 31.4 31.7 

Mid calf 26 26.5 27.8 26.1 26.4 26.8 27.7 27.9 28.6 27.2 27.7 28.3 

Ankle 20 20.5 21 20.3 20.6 21 21.4 21.5 22.2 20.5 22.1 22.4 

Out seam 94.5 95.4 95.3 99.7 100 102.2 103.1 102 101 106.8 106.6 107.4 

Crutch length 60.2 62.4 63.8 60.6 62.1 66.5 68.2 68 70.1 66 67.8 69.7 

Hip height 16.1 16.4 16.5 17.4 17.1 18.6 18.9 18.6 19.1 19.3 19.4 19.8 

Knee height 43.4 42.6 43.1 44.9 45.6 44.6 44.6 45.1 44 47.8 47.6 47.9 

Ankle height 5.8 6.3 6.4 6.5 6.6 6.8 6.3 6.6 6.6 6.8 7.4 7.2 

Percentage 7.48 6.54 7.48 6.54 3.74 14.02 3.74 20.56 9.35 5.61 7.48 4.67 
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Table 3.3 Adjusted size chart for small WHR category (waist/ hip ≤ 0.7) 

Inseam Short  68cm   Regular 74 cm  Long 80 cm 

Waist 54  58 54  58  62 66 58 62 66 

Hip 78 82 86 78 82 86 90 90 98 86 90 94 

Thigh 42 45 48 42 45 48 51 51 57 48 51 54 

Mid thigh 36 38 40 36 38 40 42 42 46 40 42 44 

Knee 30 31 32 30 31 32 33 33 35 32 33 34 

Mid calf 26 27 28 26 27 28 29 29 31 28 29 30 

Ankle 20 20.5 21 20 20.5 21 21.5 21.5 22.5 21 21.5 22 

Out seam 95 95 95 100 100 102 102 102 102 107 107 107 

Crutch length 60 62 64 60 62 66 68 68 70 66 68 70 

Hip height 16 16 16 17 17 19 19 19 19 19.5 19.5 19.5 

Knee height 43 43 43 45 45 45 45 45 45 48 48 48 

Ankle height 6 6 6 6.5 6.5 6.5 6.5 6.5 6.5 7 7 7 

percentage 7.48 6.54 7.48 6.54 3.74 14.02 3.74 20.56 9.35 5.61 7.48 4.67 

“Aggregate loss of fit” factor for the size chart for 

Small WHR category was 5.8 cm which is slightly 

deviated from the ideal value of 4.4 cm as found in the 

literature. Therefore, it can be justified that the 

resulted size chart is accurate enough to avoid the fit 

problems. For currently available size charts, 

aggregate loss of fit factor is many times of the ideal 

value and hence it drastically deviated from the ideal 

value. So it can expect that the developed size chart 

using the proposed method based on global k-means 

clustering algorithm with Dunn’s Index cluster 

validation will success in solving the fit problems of 

pants in Sri Lankan females. 

 

CONCLUSION 
Despite several methods ranging from statistical 

methods to data mining approaches used by the past 

researchers in developing size charts could not 

successfully address the apparel fit problems. Global 

kernel k-means clustering method, which was used for 

MRI segmentation, was successfully deployed to 

cluster the Sri Lankan females’ lower body 

anthropometric data for developing size charts for 

female pants. The proposed kernel- based clustering 

method can handle high dimensional, non-linear data 

in input space effectively and make it linearly 

separable in feature space. 

The number of clusters which is a priori knowledge to 

the algorithm as well as the parameters of 

transforming the data space to feature space was also 

optimized through Dunn’s Index, a clustering 

validation technique. The effectiveness of the 

developed size chart was justified with calculation of 

aggregate loss of fit factor, which is an acceptable 

index found in literature to evaluate the level of fit. 

Since the proposed algorithm can be run on a modern 

personal computer with a larger set of data using 

Matlab and Minitab softwares, it is possible to further 

refine the size chart for better fit with large sample size 

of anthropometric data. In addition, the rationale 

behind the proposed method of developing the size 

chart is mathematically justified in addition to 

providing a measure to assess the effectiveness of 

fitting and hence the proposed method is independent 

of the set of data. So the method has strong 

implications to generalize globally in developing size 

charts with the anthropometric data in other countries.    
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