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ABSTRACT

This paper presents an analysis of the
unknown-word problem and results of experi-
ments in acoustic and language modeling of un-
known words. In particular, we introduce the
method of iterative substitution for correcting
distortions caused by unknown words in the lan-
guage model.

1 INTRODUCTION

Most speech recognition systems are designed
to find the maximum a posteriori probability of a
string sequence given an acoustic utterance and a
lexicon. As a consequence, the words to be rec-
ognized must be predefined (as known words),
and the lexicon becomes closed. Furthermore,
the system can only output words that are con-
tained in its lexicon—if a user utters an unknown
word, the system will misrecognize it, outputting
at best the most similar entry in its lexicon [1].

Recently it has been reported that, on the av-
erage, every unknown word causes between 1.2
[2] and 1.6 [8] recognition errors, which could
be avoided if unknown words could be detected
as such. Furthermore, in an application such as
Verbmobil [7] it is absolutely necessary that the
system be able to expand its lexicon on-line, for
example with proper names.

In Section 2 we make an analysis of the
unknown-word problem. Results of experiments
in acoustic and language modeling of unknown
words are presented in Sections 3 and 4. In Sec-

*This work was partly supported by the German
Federal Ministry of Education, Science, Research and
Tecknology.
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tion 4 we also introduce the method of iterative
substitution for correcting distortions caused by
unknown words in the language model.

2 ANALYSIS

Our work is based on the Verbmobil database
(also called the German Spontaneous Scheduling
Task [6]). To date, about 200 human-to-human
dialogs have been collected and transcribed at
different German universities. The whole cor-
pus contains over 100,000 entries, including phe-
nomena such as pronunciation variations, word
fragments?, etc.
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Figure 1: OOV rate vs. corpus size

In order to simulate the occurrence of un-
known words, we analyzed, in a random order,

'Word fragments are always comsidered unknown
words, since they are not included in recogrition lexica.
They make up about 1% of the corpus, independently of
the corpus size.
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each of the dialogs from the Verbmobil corpus.
For each dialogue we registered all words which
had not occurred in a previous dialogue as un-
known and then added them to the lexicon, thus
making them known for subsequent dialogs. Fig-
ure 1 shows the Out-Of-Vocabulary rate (OOV
rate) as a function of the corpus size at different
stages of this process. It can be seen that the
OOV rate decays exponentially down to a base
of aprox. 2%?2. It can also be seen that the OOV
rate remains almost constant after (only) 60,000
words have been seen.

Using this technique we predicted an OOV
rate of 2% for the 1995 evaluation within the
Verbmobil project. The actual rate was 2.5%.

3 ACOUSTIC MODELING

We trained 15 whole-word models for unknown
words using the complete training material. The
topology of these 15 models was similar to that
of models for frequent (known) words [3]: The
number of states depends on the word length;
there are loops for every state and skip arcs for
adjacent states. The first entry of Table 1 shows
the results on the Verbmobil ’95 evaluation set
with a 3.3KW lexicon and without a language
model. All results reported here are for word
lattices of approxi‘mately 5 hyp/word.

mod. | LM | WA RCL PRC
0 no | 62.9% | 0.0% 0.0%
15 no | 62.9% | 5.0% | 8.84%
15 | yes | 79.1% | 24.9% | 11.05%

Table 1: Word Accuracy (WA), Recall (RCL) and
Precision (PRC) without and then with explicit un-

known models (mod.); without and then with#ant

guage Model (LM).

Recall (RCL) is the ratio of the number of cor-
rectly detected unknown words and the total nu-
ber of unknown words. Precision (PRC) is the
ratio of correctly detected unknown words and
the nuber of hypothetisized unknown words (in-
cluding false alarms). The PRC may seem very
low, but not if we consider that the PRC of the
known vocabulary can at most be 20% in a word
lattice with 5 hyp/word.

2This number represents the minimum word error rate
in a system that cannot hypothesize unknown words.
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As expected, these very general whole-word
models were seldom hypothesized, since they can
rarely compete with the known words modeled
with sub-word units.

As an alternative to this, we also experimented
with augmenting the recognition lexicon. We
tried incorporating 35% and then 75% more
words into the official 3.3KW lexicon; but in
both cases we obtained similar RCL for a given
PRC, compared to the smaller lexicon. There-
fore we continued our experiments with the pre-
vious acoustic modeling scheme.

4 LANGUAGE MODELING

We then ran the same test with a bigram lan-
guage model trained with all Verbmobil dialogs
available before the evaluation. Even though
the overall performance increases significantly,
we still did not achieve good performance on un-
known words (Table 1, 3rd entry).

This is due to the fact that the probability
given by the language model to <UNK>3 is very
low, and also context independent. Both facts
are not in accordance with reality, since, as noted
above, unknown words are very frequent; on the
other hand, the probability distribution of <UNK>
should not be constant over all known words.
Intuitively, one would say that it is much more
probable for <UNK> to follow, say, the sequence
“my name is ...” than, say, “let’s meet on ...”.

In [5] it was proposed that all unknown words
in the training corpus be mapped into one sym-
bol, and thus to model the context of unknown
words explicitly. But how can this particular
context be modeled when all words in the cor-

+pus are in the vocabulary, and thus known?

We developed a method which we dubbed it-
erative substitution, which consists of simulating
the process of collecting new data and incorpo-
rating all new words into the lexicon in a later
stage. The basic algorithm is as follows:

e INIT

Define a certain section of the corpus as
known. The remaining part of the corpus
is called unknown.

$We will use the symbol <UNK> to denote the class un-
known words. in the language model
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¢« BODY

— make a vocabulary of all words in the
known section of the corpus.

— replace all words in the unknown sec-
tion which are not in this vocabulary
with the symbol <UNK>. Qutput the
modified corpus.

— enlarge the known section of the corpus
by a certain amount.

— repeat BODY until the whole corpus
is known.

¢ END

Construct an “augmented corpus” contain-
ing all the previously outputted corpora.

At the end of the process we obtain an aug-
mented corpus that is as many times larger than
the original one, as iterations made in the pro-
cess. The probability distributions of the words
never followed by <UNK> in the augmented corpus
do not change with respect to the original cor-
pus. Moreover, if a word was followed by <UNK>
at some stage of the iterative process, a portion
of its probability mass will be taken away from
the known vocabulary and assigned to <UNK>.
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Figure 2: Perplexity in the vicinity of <UNK>

In order to test the quality of the language
model in the vicinity of <UNK>, we constrained
the definition of perplexity PP as follows:
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—% Z LP(wilwi—1)
PPycongx> =2 =1 ,
if w; = <UNK>

—% i LP(w;lwi—1)
PP(-UNK)w =2 i=1 ’
if w;_1 = <UNK>
where wy...w, represents, as usual, a word se-
quence, and LP its log probability.

We then trained several language models with
different starting points in the corpus and vary-
ing number of iterations. Afterwards, we tested
them on unseen texts®.

Fig. 2 shows the perplexities for different rel-
ative [requencies of <UNK> in the training text.
As can be seen, the more <UNK>s we have, the
“easier” (more probable) it becomes for <UNK> to
be predicted by its predecessors (P Py<unk> de-
creases); on the other side, it becomes “harder”
for <UNK> to predict its successor (P Pcynk>y in-
creases) simply because its probability distribu-
tion becomes “flatter.” This tradeoff results in a
U-shaped curve of the overall perplexity. As ex-
pected, the minimum is located where the OOV
rate of the training text is the same as the test
text (Fig. 3).
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Figure 3: Perplexity

We participated in the category “Detection of
unknown words” of the Verbmobil Evaluation
’95. There we delivered two result sets: a base-
line system to compare our progress (see also 1st
entry in Table 1), and a system with both acous-
tic and language modeling of unknown words.

We optimized the language model on the ex-

*The material of the Verbmobil Evaluation ’94.
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pected OOV rate of the test set, and obtained,
on the average, a 30% performance gain in de-
tecting unknown words (having a PRC decay of
3%, from 11% to 8%). The results are shown in
Figure 4.
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Figure 4: Recall vs. Hypothesis Density

5 CONCLUSIONS

Coping with unknown words is an indispens-
able requirement for real-world applications of
speech recognjtion‘. We have presented different
schemes for explicitly modeling unknown words.
On the acoustic side, we tested coarse whole-
word models as well as lexicon expansions to
capture unknown words. Our conclusion is that
coarse models do as well as a lexicon expansion
in detecting unknown words (for a given PRC).
Furthermore, we have modeled the context of un-
known words with the method of iterative sub-
stitution. Using this method we have achieved
very positive results.
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