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ABSTRACT

This paper describes a new con�dence measure based on
rank-ordering subphone likelihood scores. The approach
consists of three major steps. The �rst step is standard
decoding which hypothesizes a word string given an utter-
ance. Then forced Viterbi alignment is made at the sec-
ond step. (This step is of course not needed for a Viterbi
decoder.) From the aligned sentence, the third step com-
putes likelihood scores of the hypothesized subphone and
all other competing subphones to generate a list of sub-
phones in the descending order of the likelihood scores.
A rank is assigned to the hypothesized subphone accord-
ing to its positioning in the list. The rank value is then
merged to obtain the corresponding rank at the phone
level. After the merge, selective weighting is applied such
that contribution of phones having large acoustic varia-
tions is de-emphasized. Additional upper-bound limiting
is also made to guarantee a rank computation not to be
contaminated by a very bad segment. The new con�-
dence measure has been favorably evaluated on word con-
�rmation/rejection experiments with a small vocabulary
of many confusable and short words. More speci�cally,
experimental results show that the new approach outper-
forms other measures such as whole-word scores by reduc-
ing the equal error rate from 32% to 20%.

1. INTRODUCTION

Current speech recognition systems are not awless. They
are always associated with a certain amount of error
rates. Although the errors cannot be eliminated com-
pletely, for many applications it is desired to know when
an error is likely to have occurred so that subsequent ac-
tion for the uncertain words may be taken. Depending
upon actual applications, the action may include: (1)
to reject the word in a voice-operated system (such as
command/control navigation) or to ask the user to re-
peat/con�rm such that unpredicted behavior of the sys-
tem can be minimized; (2) to exclude the uncertain words
from being utilized in unsupervised speaker/environment
adaptation; (3) to highlight uncertain words in a dictation
scenario for easy location and correction of the errors.

Because of the aforementioned advantages, increasing at-
tempts have been made to develop approaches for measur-
ing how con�dently a word has been correctly recognized,
or con�dence measures. Various con�dence measures have
been reported in the literature. Most of them belong to
the category of post-processing. Namely, the con�dence is
usually measured for hypothesized words following stan-
dard decoding [4, 6, 7, 8]. In [5], however, con�dence
measure is incorporated into search strategy and better

recognition performance is reported.

In this paper, a new con�dence measure is presented. It is
based on rank-ordering subphone likelihood scores and it
involves three steps. The �rst step is standard decoding
which hypothesizes a word string for a given utterance.
The second step is a forced Viterbi alignment, which is,
of course, unnecessary for a Viterbi decoder. From the
aligned sentence, the third step computes likelihood scores
of the hypothesized subphone and all other competing
subphones. A list of the subphones is generated in the
descending order of the scores and a rank is assigned to
the hypothesized subphone according to its positioning.
The rank value is next merged to obtain the correspond-
ing rank at the phone level. Selective weighting is then
applied to de-emphasize contributions of phones known to
have large acoustic variations. Additional upper-bound
limiting is also made to help a rank computation not to
be dramatically a�ected by a very bad segment. The re-
sultant rank is compared with a preset threshold. If it is
smaller than the threshold, the decoded word is consid-
ered to be con�dently correctly recognized.

Subphone scores have been previously used in di�erent
ways. For example, the word likelihood score normalized
by HMM state score was used in [8] for keyword spot-
ting. Sukkar and Lee [7] used the di�erence between the
likelihood score of the decoded subphone and the geomet-
ric mean of anti-subphones as the criterion function. As
noted in the paper, the major improvement of utterance
veri�cation is due to the inclusion of spectral and dura-
tion information, in addition to HMM likelihood scores,
and due to discriminative training ( [7], p. 427). In the
present method, no spectral/duration information nor dis-
criminative training is resorted. Enhancement of veri�ca-
tion performance is instead achieved via use of ranks and
subsequent selective weighting.

2. THE ALGORITHM

As mentioned previously, the present algorithm involves
regular decoding, Viterbi alignment, and rank computa-
tion. A brief description of the decoder is therefore useful
to facilitate understanding of the new algorithm.

2.1. Stack Decoder And Viterbi Alignment

The recognizer used in this study is the IBM stack de-
coder [1]. Its front-end process consists of (i) preempha-
sis; (ii) computing FFT spectra every 10 ms using a 25 ms
Hamming window; (iii) converting the mel-band output of
the spectra to 12-dimensional cepstral coe�cients, MFC-
C's; (iv) removing sentence-wise means of MFCC's (C1

5th International Conference on Spoken
Language Processing (ICSLP 98)

Sydney, Australia
November 30 -- December 4, 1998

ISCA Archive
http://www.isca-speech.org/archive

10
.2

14
37

/I
C

SL
P.

19
98

-8
18



to C12) and normalizing the energy term C0; (v) com-
puting �rst-order and second-order derivatives of MFC-
C's. Thus, the �nal acoustic vector for each frame con-
stitutes 39 elements. The acoustic modeling includes 52
context-independent (CI) phones. Each of the phones are
modeled with 3 left-to-right HMM arcs which are context-
dependently (CD) trained. These arcs, representing sub-
phone units, are actually terminal leaves of a decision tree.
A speaker independent, large vocabulary speech recogni-
tion system typically contains 2,000 to 4,000 leaves. Each
of the leaves is associated with a rank distribution his-
togram estimated from the training speech data. During
recognition likelihood scores are computed using the his-
tograms (cf. [1]).

From a stack decoder, word boundaries and word scores
(e.g., fast match score, detail match score, and overall
likelihood) are readily available. Word detail-match (DM)
scores have previously been used as con�dence measure
in [4]. To obtain boundaries and corresponding scores
of subword units, a forced Viterbi alignment against the
decoded string needs to be performed.

2.2. Rank Computation

Given an utterance O, the task of speech recognition is
to maximize the conditional probability, Pr(W jO), where
W denotes a word sequence. By Bayes' rule, we have

Pr(W jO) =
Pr(OjW )Pr(W )

Pr(O)
: (1)

However, because the denominator Pr(O) is usually as-
sumed to be a constant for any sequence of words (the
so called non-informative prior), only the numerator is
calculated in speech recognition. Hence the recognizer
likelihood Pr(OjW )Pr(W ) is associated with W which
may be wrong for the given utterance. To convert the
likelihood to con�dence measure, normalization is often
resorted, such as duration normalization (cf. [4]), nor-
malization using HMM state scores [8] or individual frame
scores, and normalization using antimodels [6, 7, 3].

Di�erent variants of antimodels have been used, for ex-
ample, at word levels or subword levels. In the present
work, competing HMM arcs are used as antimodels to ac-
commodate rank computations. To illustrate, let us con-
sider a single-phone example, /AA/. As stated above, it
has 3 context-dependent, left-to-right HMM arcs: AA 1
AA 2 and AA 3. From Viterbi alignment, their respec-
tive segments Si are known, so are their likelihoods,
Pr(Osi jAA i), where i = 1; 2; 3. For AA 1, that is the
�rst arc of the HMM, the �rst arc of all other HMM's can
be used as its antimodel and their likelihood score over the
corresponding segment S1 is computed and inserted into
an array. The array is next sorted in the descending or-
der and a rank is assigned to the hypothesized subphone,
AA 1, according to its positioning in the sorted array.

There are at least two ways to create the array depending
on whether the context is preserved or not. Assume that
we have a set of CD subphones for another vowel AE 1.
If they are all inserted into the array, a CD array is at-
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Figure 1. Overall design of the new approach for com-

puting subphone score-based con�dence measure.

tained. On average the size of the array is a third of the
number of terminal leaves of the decision tree and the ar-
ray may amount to many hundreds of elements. But if a
maximum operation is applied and only the CD subphone
with the highest likelihood score is chosen and inserted to
the array, a CI array is achieved. The CI array has a
�xed size and is independent of training material. For
the IBM system, the size is usually set to 156. A short-
ened CI array expedites sorting and at the same time we
have found that it leads to a slightly better performance
than using the full-size array. A possible explanation for
the improved performance may be due to the fact that
erroneous context hurts con�dence measuring.

Ranks for the second arc and the third arc can be deter-
mined in a similar manner. To ensure that a particularly
bad segment will not dramatically contaminate the rank
computation, individual ranks are examined to determine
whether they exceed a preset value, R0. As a result, in-
dividual rank values are within the range of 1 to R0.

By adding up the arc ranks, the corresponding rank value
at the phone level is attained. At this stage, selective
weighting is carried out to de-emphasize those phones
which are known to have a wide variability in articulation.
These weighting rules are empirically designed. One of
the rules, for example, is to reduce ranks of weak fricative



sounds of /f/, /v/, and /th/ if their ranks exceed a cer-
tain range. Ranks of stop consonants are found to vary
considerably and they are weighted to have a narrowed
variation.

The weighted ranks, Rphone are �nally summed up and
then normalized by the number of phones of the word,
to produce the rank value of the word, Rword, namely
the new con�dence measure. The lower Rword is, the
more con�dent it is that the word has been correctly de-
coded. When comparing the derived Rword with some
preset threshold, a decision can be made to reject or ac-
cept the word hypothesis.

Figure 1 depicts the block diagram of the present algo-
rithm. It should be noted at this point that the rank used
in the con�dence measure and the rank used for probabil-
ity estimation described in [1] have similarities as well as
di�erences. The reader is referred to [1] for more details on
probability estimation using rank distribution histograms.

It is also noted that Sukkar and Lee [7] suggested a simi-
lar antimodels scheme. But their method di�ers from the
present one at least in two aspects. One of the primary
di�erences is that in their method all antimodel scores
are pooled to a single score and that the di�erence be-
tween the hypothesized subword score and the averaged
antimodels score is used. In the present algorithm, in-
dividual scores of competing antimodels are not pooled.
On the contrary, they are maintained such that a rank-
ing list can be attained. The second major di�erence
is that they also used cohort models to minimize likeli-
hood computation. By doing so, it is inherently assumed
that the underlying subphone has been correctly recog-
nized. This assumption is, of course, not always true. In
the present algorithm, contextual information is ignored
as much as possible (such as CI antimodels), because we
want to make con�dence estimate as much independent
of decoding as possible. In other words, no assumption is
made regarding the correctness of previous, current, and
following subphones.

3. SPEECH DATABASE

The new con�dence measure has been evaluated using an
in-house speech database collected locally at IBM Watson
Research Center. There are a total of 903 utterances from
8 adult speakers (both male and female) and each utter-
ance is a single word. An Andrea microphone is used for
data acquisition, and the sampling frequency is 22 kHz.
The database comprises a small vocabulary of approxi-
mately 70 words. However, most words are short in dura-
tion and many are acoustically highly confusable. Table
1 shows a partial list of the words with confusing words
being given inside the parenthesis.

4. EXPERIMENTAL RESULTS

In this section, two experiments are described. The �rst
one pertains to regular decoding, and the other pertains to
utterance veri�cation. Because each utterance is known to
contain only a single word, a simple �nite-state-grammar
with one word per path is used in the experiments. It is

I"ll a all
and are (all) at
by cancel come
eat end (and) go
has have here
in is it (eat)
left let"s likes
my (by) of okay
on (of) that (at) the
there (the) they (a) this (is)
to who (to) yes (mess)

Table 1. Partial list of the vocabulary words.
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Figure 2. ROC for regular decoding. The left-hand side

is for the rank-based approach and the right-hand side is

for the word score-based approach.

important to note that all vocabulary words are equally
likely to occur and there is no additional prior language
model knowledge applied. Consequently, the decoding is
entirely based on acoustic scores.

4.1. Regular Decoding

In the �rst experiment, a word for each utterance is recog-
nized with regular decoding. A word error rate of 16.1% is
achieved for this task. Depending on whether the recog-
nized word is correct or wrong, all utterances are divided
into two groups. For each group, the new con�dence mea-
sure is estimated. Figure 2 shows distribution of the new
measure for each of the groups. The resulting plots are
termed receiver's operating characteristic curves (ROC).
The intersection point between the curves denotes \equal
error rate."

For comparison, Figure 2 also shows the ROC curves for
another con�dence measure based on word DM scores [4].
It can be easily seen that the present rank-based approach
outperforms the word score-based approach.

4.2. Utterance Veri�cation

This utterance veri�cation experiment is similar to more
familiar speaker veri�cation experiments (see e.g., [2]).
An utterance is compared with the true word, and then
with all other vocabulary words by rotation. The ROC
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curves for utterance veri�cation are depicted in Figure 3.
Again, it is clear that the present method is superior to the
word score-based method. The equal error rate reduces
from 32% to 20% for the new method, which corresponds
to a relative reduction of 37%.

4.3. E�ect of Nonlinear Processing

Figure 4 gives the ROC curves when all additional, non-
linear processes of upper-bound limiting and selective
weighting are removed. By comparing Figures 3 and 4 for
the case of utterance veri�cation, it can be seen that the
suggested nonlinear processing successfully drives down
the equal error rate from 27% to 20%, or a reduction of
25%. For the regular decoding experiment, similar reduc-
tion in the equal error rate has also been obtained by the
nonlinear processing.

The results in Figures 3 and 4 also reveal the advantages
of the present rank-ordering approach over the word DM
score based approach, even when the rank is directly uti-
lized to compute the con�dence measure (i.e., with no
additional processing).

5. CONCLUSION

A new con�dence measure has been proposed in the above
and it has been favorably evaluated experimentally. The
new measure is characterized by the following new fea-
tures. It uses competing HMM arcs as the antimodels
of the hypothesized subphone to generate a sorted ar-
ray from which a rank is assigned to the hypothesized
subphone according to its location in the array. Com-
peting arcs can either (1) include all other arcs of the
decision tree or (2) include only those that can appear in
the same position of the given HMM topology, although
only the second case has been treated here. Because cor-
rect context is not warranted when estimating con�dence,
context-independent (CI) subphone scores are utilized.
The number of CI antimodels is usually much smaller than
that of CD antimodels and hence, faster sorting can be
achieved. At the same time we have found that use of CI
antimodels is slightly superior to use of CD antimodels,
suggesting that mistaken context may impair con�dence
estimation. It also suggests that one vote from each CI
subphone unit is more e�ective than many votes from its
CD variants.

Another new feature pertains to nonlinear processing of
the obtained rank values to achieve more robust per-
formance. The processes include upper-bound limiting
and selective weighting of rank values. At present, the
processes are based on several intuitive rules. In the fu-
ture we would like to develop algorithms such as neural
network computing for learning/adapting the weights.
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