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Abstract
A clean speech VQ codebook has been shown to be effective
in providing intraframe constraints and hence better conver-
gence of the iterative Wiener filtering scheme for single chan-
nel speech enhancement. Here we present an extension of the
single channel CCIWF scheme to binaural speech input by in-
corporating a speech distortion weighted multi-channel Wiener
filter. The new algorithm shows considerable improvement over
single channel CCIWF in each channel, in a diffuse noise field
environment, in terms of aposteriori SNR and speech intelligi-
bility measure. Next, considering a moving speech source, a
good tracking performance is seen, upto a certain resolution.
Index Terms: binaural speech, iterative Wiener filtering, code-
book constraint, time delay of arrival, source tracking

1. Introduction
Binaural hearing aids use inputs from both the left and right
hearing aid to generate an output for each ear as compared to a
monaural hearing aid which uses only monaural input to gen-
erate output for the specific ear. It is well known that binau-
ral hearing provides better noise immunity than monaural, as
evidenced by the binaural masking level difference (BMLD)
in psycho-acoustics. A binaural algorithm can exploit the
two channel advantage and provide better enhancement perfor-
mance as compared to a monaural algorithm. This would be
useful for not only hearing aids, but also other speech appli-
cations in the presence of noise. Typically, at a given time,
one of the two channels would have a higher signal-to-noise
ratio (SNR) which can be exploited by the enhancement algo-
rithm. Compared to monaural systems, a binaural system pro-
vides improved capability in suppressing the effect of noise on
speech intelligibility. In [1], an efficient Voice Activity Detec-
tor (VAD) is designed based on a simplified binaural model in
order to detect the speech pauses. This is combined with psy-
choacoustically motivated spectral subtraction applied on each
channel independently. Here, the interaural differences between
the two channels are utilized in order to find out the dominant
source direction for each frame, and thus, better detect speech
pauses. In [2], they have explored the integration of a Adaptive
Noise Cancellation (ANC) technique with the binaural model
based VAD, where an intermittent ANC is utilized to cancel
the noise estimated during the speech pauses. In [3], a multi-
channel Wiener filter with interaural transfer function extension
has been proposed. The cost function in the Wiener filter formu-
lation is modified to give a relative weightage to the speech dis-
tortion and noise reduction separately. The relative weightage
parameter provides for an effective design of the noise reduc-
tion algorithm that does not introduce any adverse processing

artefacts, such as distortion of the speech signal itself or the in-
teraural cues which are needed by the user to correctly localize
the sounds.

To enhance single channel speech in additive noise, the
technique of Iterative Wiener Filtering (IWF), introduced by
Lim and Oppenheim [4], is a sequential maximization of the
a posteriori probability (MAP) of the speech signal and its all-
pole parameters. The IWF is investigated further by Hansen and
Clements [5] with incorporation of auditory motivated spec-
tral constraints. It is found that two types of constraints are
needed: (a) the inter-frame constraint which helps in preserving
the speech spectral continuity, and (b) the intra-frame constraint
which uses the correlation in the formant frequencies of speech
signal. Rule based schemes are used to incorporate these con-
straints to enhance speech spectral parameters. To use the intra-
frame constraint, Sreenivas and Kirnapure [6] have shown that a
VQ codebook approach is successful in utilizing the redundancy
between the spectral parameters. In this codebook constrained
IWF (CCIWF) method, the enhanced speech is constrained to
belong to a codebook of clean speech spectra based on mini-
mizing a perceptually relevant distance measure.

In this paper, we develop an iterative binaural Wiener filter-
ing algorithm (CCIBWF) which makes use of the codebook con-
strained approach to estimate the clean speech of each channel;
the noise is assumed to be diffuse. Separate VQ codebooks are
designed for each channel and for each quantized level of the
time delay of arrival (TDOA) between the two channels. We
show the advantage of using a joint binaural IWF over single
channel IWF in each channel. We then explore the trade-off
between the speech distortion and noise reduction. We also ob-
tain an objective measure for the accuracy of localization of the
source in terms of the difference between TDOA for the en-
hanced output and the desired TDOA. Performance of the new
algorithm for a moving speech source is studied in terms of es-
timating the TDOA required in selecting the VQ codebook pair.

2. Binaural Wiener Filtering
The overall scheme of the new algorithm is shown in Figure 1.

Let us consider a typical situation for the binaural enhance-
ment model. There is one microphone at each ear. The speaker
is positioned at a certain direction with respect to the listener.
We consider the background noise to be the result of a diffuse
noise field. A diffuse noise field is when the resulting noise
at the two ears comes from all directions, with no particular
dominant direction. The received signals at the two ears can be
expressed in frequency domain as below:»

X1(ω)
X2(ω)

–
=

»
S1(ω)
S2(ω)

–
+

»
N1(ω)
N2(ω)

–
(1)
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Figure 1: Binaural CCIWF scheme with an optimum two-channel Wiener filter.

In the above equations, S(ω) = [S1(ω) S2(ω)]
T represents the

vector of the speech components in the left and right channels
respectively. Similarly, N(ω) = [N1(ω) N2(ω)]

T denote the
noise components at the respective ears, which are assumed dif-
fuse and uncorrelated.

Our aim is to find out the weight vectors WL(ω) =

[W11(ω)W12(ω)]
T and WR(ω) = [W21(ω)W22(ω)]

T for
the left and right channel such that a combined cost mea-
sure is minimized. For convenience, we define W(ω)H =ˆ
WL(ω)

H WR(ω)
H

˜
and X(ω) = [X1(ω)X2(ω)]

T . We
have already defined S(ω) and N(ω) as similar 2× 1 vectors.

In the frequency domain, each frequency component is pro-
cessed independently. Hence we may omit the variable ω.

The conventional Wiener filter cost function for signal esti-
mation, J(W) = E{‖S− Ŝ‖2}:

Thus, J(W) = E
(‚‚‚‚ST −WH

»
X 02×1

02×1 X

–‚‚‚‚
2
)

= E
(‚‚‚‚ST −WH

»
S 02×1

02×1 S

–‚‚‚‚
2

+

‚‚‚‚WH

»
N 02×1

02×1 N

–‚‚‚‚
2
)

(2)

The cross-terms are 0 because the speech and noise is as-
sumed zero mean and uncorrelated. We recognize the first term
represents the speech distortion energy while the second term
represents the residual noise energy. We consider the follow-
ing modified cost function, which is the weighted sum of the
residual noise energy and the speech distortion energy:

Thus, C(W) = E
(‚‚‚‚ST −WH

»
S 02×1

02×1 S

–‚‚‚‚
2
)

+μ E
(‚‚‚‚WH

»
N 02×1

02×1 N

–‚‚‚‚
2
)

(3)

By controlling the parameter μ we are able to give different
weightage to the speech distortion and the residual noise as a
tradeoff between enhanced speech quality and intelligibility.

Minimizing the above cost function over W assuming the
speech signal to be uncorrelated with the noise in either channel
and the noises in each channel being uncorrelated with each
other, we get

Wopt =

»
RS + μRN 0

0 RS + μRN

–−1

4×4

2
64

PS1

PS21

PS12

PS2

3
75

4×1

(4)where,

PS1 = E{S1S
∗
1} PS21 = E{S2S

∗
1}

PS12 = E{S1S
∗
2} PS2 = E{S2S

∗
2}

PN1 = E{N1N
∗
1 } PN2 = E{N2N

∗
2 }

also RS = E{SS∗} =

»
PS1 PS12

PS21 PS2

–
2×2

and RN =

E{NN∗} =
»

PN1 0
0 PN2

–
2×2

We estimate PS1 and PS2 from the codebook constrained
iterative estimation of speech parameters for each channel.
However the estimate of PS12 involves both phase and mag-
nitude; the magnitude is equal to

p
PS1PS2 but, the phase is

equal to that of S1S
∗
2 averaged over a large number of frames.

Since linear prediction (LP) is a minimum phase model, LP
codebook based PS1 and PS2 does not provide for the phase
difference between S1 and S2 exactly. However the averaging
over several frames is expected to capture the significant phase
differences between the two channels.

Thus, PS12 =
p

PS1PS2 · ejφ12 = P ∗S21

If we denote,

H1 =
PS1

PS1 + μPN1

H2 =
PS2

PS2 + μPN2

we can simplify equation (3) to get signal estimates as:
Ŝ1 = WH

L X

=

H1(1−H2)X1 +

r
PS1
PS2

ejφ12H2(1−H1)X2

1−H1H2
(5)

Similarly, we get an expression for Ŝ2 also.
From equation (4), we can see that Ŝ1 is dependent on both

input channels. H1 and H2 are directly dependent on the SNR
of the 2 channels. If the SNR in one channel is much lower than
that in the other channel, say if H2 � H1 and also H2 � 1,
then we get from (4)

Ŝ1 ≈ H1X1 ,

since (1 −H1H2) ≈ 1, H2 ≈ 0 and (1 −H2) ≈ 1. This
is equivalent to the case of using CCIWF in the left channel
independently.

But for the same case, the S2 estimate is given by:
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Table 1: Average segmental SNR (SSNR) and Average LLR (LLR) distance for enhanced speech at 5,0 and -5 dB input SNR in left
channel for increasing number of iterations of CCIBWF and for monaural CCIWF for each channel;speech source directly in front of
listener;μ = 2.

Speech Type 5 dB 0 dB -5 dB
SSNR(dB) LLR SSNR(dB) LLR SSNR(dB) LLR

Noisy -6.801 0.521 -11.784 0.676 -16.770 0.814
monaural CCIWF 2.507 0.414 0.314 0.564 -1.651 0.731

CCIBWF
+1 iteration 2.844 0.376 0.360 0.532 -1.842 0.695
+2 iteration 3.183 0.371 0.721 0.527 -1.639 0.693
+3 iterations 3.287 0.400 0.842 0.558 -1.545 0.717
+4 iterations 3.322 0.423 0.873 0.580 -1.513 0.734
+6 iterations 3.316 0.427 0.861 0.585 -1.535 0.733

Ŝ2 ≈
s

PS2

PS1

e−jφ12H1X1,

That is, the signal in the channel having very low SNR is es-
timated almost entirely from the other channel with high SNR.

3. Codebook Constrained Iterations
For single channel speech enhancement, VQ codebook ap-
proach has been effective in imposing intraframe constraints by
providing better convergence along-with increasing the natural-
ness of speech. We perform binaural Wiener filtering as de-
scribed in section 2 in an iterative fashion. At each iteration, we
find the all-pole parameters of speech for each enhanced output
by LP analysis and then search the respective VQ codebooks
for the clean speech vectors with least distortion. These code-
book constrained all-pole parameters are then used to update the
coefficients of the binaural Wiener filter W, for joint filtering
leading to next iteration.

We design different pairs of VQ codebooks depending upon
the interaural time difference between the two channels, which
would be a result of different azimuth angles at which the
speech source is located about the listener. The observed in-
teraural time delay (ITD) is quantized in order to choose from
this finite set (bank) of codebooks. The proposed CCIBWF al-
gorithm needs to have a knowledge of the initial TDOA in or-
der to select the corresponding codebook pairs needed for the
constrained iterative filtering. In real life scenarios, the source
might not be always in the same direction throughout a con-
versation. Hence in case of a gradually moving source, we use
the enhanced speech outputs to estimate the gradually chang-
ing ITD. ITD is calculated using cross-correlation between the
two channel signals. Thus we can track the moving source upto
a certain resolution in its lateral position in terms of the time
difference of arrival (TDOA).

4. Experiments and Results
4.1. Experimental Setup

The speech data has been obtained from the Indian Language
Database (ILDB), IISc. We have used data amounting to 30
male and 30 female speakers, each providing about 60 sec of
speech, resulting in about 3600 seconds of speech, sampled at
8kHz. Of these, 10 speakers totaling 600 seconds have been re-
served for testing and the rest is used for training. The speech
source is simulated to be positioned at different azimuthal an-
gles. The speech signal at both ears is obtained by convolving
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Figure 2: Binaural speech enhancement performance as a func-
tion of the cost function parameter μ;optimum μ is shown.

the speech with the corresponding head related transfer func-
tions (HRTF) [7]. In order to simulate the diffuse noise environ-
ment, we add white Gaussian noise at various SNRs to the left
and right channels. The noise signals in the two channels are un-
correlated. Feature vectors of clean speech are derived through
LP analysis of 20ms frames. The speech source position is var-
ied over a set of azimuth angles and the resulting binaural data
is used to design the bank of LP parameter VQ codebook pairs.
For the purpose of codebook design, we quantize the TDOA in
steps of 1 sampling period duration, i.e. 125μsec. We consider
TDOA ranging from −7 to +7 sample delay i.e −875μsec to
+875μsec, resulting in 15 codebook pairs.

-

4.2. Results and Discussion

The performance of codebook constrained iterative binaural
Wiener filter (CCIBWF) is shown in Table 1, for increasing
number of iterations,and SNRs of -5dB, 0dB and +5dB global
SNR. The speech source is simulated to be positioned directly
in front of the listener (i.e. at 0o azimuth). The compari-
son has been made with monaural enhancement method of us-
ing independent CCIWF for each channel (monaural CCIWF).
We have shown results only for the left channel because at
0o azimuth, both channels showed similar performance char-
acteristics. The CCIBWF shows a consistent improvement over
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Table 2: Absolute ITD error for different angles of speech
source to the left of the listener

Azimuth (degree) ITD error (μsec)
0 15.2

10 24.5
20 36.6
30 22.7
40 17.9
50 16.2
60 66.9
70 107.4
80 37.5
90 38.3

monaural CCIWF at all SNR, in terms of both average segmen-
tal SNR measure as well as average log-likelihood ratio mea-
sure. This shows that for each channel, the additional infor-
mation obtained from the other channel is indeed beneficial for
improving its quality, since there is a bidirectional linear associ-
ation between the speech components present in each channel.
Also, we observe that as we increase the maximum number of
iterations allowed, we obtain best noise performance for 2 it-
erations itself. For more number of iterations, the performance
decreases. Hence we can say that though the iterative binau-
ral algorithm does not show a fast codebook convergence, we
are able to achieve best performance in a very small number of
iterations.

In Figure 2, we observe the noise performance as we vary
the parameter μ, which provides a trade-off between the speech
distortion energy and the residual noise energy. We see that
the performance in terms of both Avg. SNR and Avg. LLR
improves rapidly with increasing μ, reaches an optima, and then
starts reducing gradually. Looking at the graph we see that a
suitable range for μ is, 2 ≤ μ ≤ 5. We choose μ = 2 in all
results reported.

The binaural cues such as ITD and interaural level differ-
ence (ILD) are important for sound localization. In order to
judge the enhancement algorithm in terms of degradation of
the localization information, we use an absolute ITD error met-
ric. That is, for a given source direction, we interpolate the
enhanced binaural output to a higher sampling frequency (by a
factor of 4) and calculate the ITD by cross-correlation and de-
fine:

ITD Error = |ITDenhanced − ITDclean|
averaged over a few seconds. We consider different azimuth

angles ranging from 0o to 90o in steps of 10o. We can see from
Table 2 that, for a fixed direction of the source location, the
CCIBWF algorithm is able to estimate the TDOA well within an
absolute ITD error of 1 sample period i.e.125μsec; the error for
small azimuth angles i.e. −40o to +40o being less than 40μsec.

In order to study the performance of the algorithm for a
slowly moving source, we simulated a speech source being ini-
tially positioned directly in front of the listener which is then
moved gradually to the left of the user and then to the back,
over a period of about 10 seconds. In Figure 3, we plot the ac-
tual TDOAs for the simulation along with the TDOA estimated
successively throughout the speech utterance. As we can see,
the algorithm is able to track the source TDOA reasonably well
except for the tracking delay. This delay is the result of using
long-term averaging in order to make a better estimate of the
TDOA .

0 1 2 3 4 5 6 7 8 9
−800

−600

−400

−200

0

200

400

Time −−−> (in seconds)

T
D

O
A

 (
µ

s
e

c
)

−− simulated TDOA

 o estimated TDOA

Figure 3: Moving source tracking in terms of interaural time
delay: simulated and estimated

5. CONCLUSION
The proposed CCIBWF (codebook constrained iterative binaural
Wiener filter) algorithm helps to improve the speech quality in
terms of both noise reduction as well as speech intelligibility.
We are able to achieve the optimum performance within just
2 iterations of the CCIBWF. We show that the algorithm does
not introduce much distortion in the interaural time delay cues,
thereby preserving the localization information in the source.
The algorithm is able to track the TDOA in cases where the
source may be moving slowly, thereby ensuring that the perfor-
mance does not degrade due to selection of wrong codebooks.
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