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Abstract
In this paper, we propose a novel acoustic echo suppression
(AES) technique based on soft decision in a frequency domain.
The proposed approach provides an ef�cient and uni�ed frame-
work for such procedures as AES gain computation, AES gain
modi�cation using soft decision, and estimation of relevant pa-
rameters based on the same statistical model assumption of the
near-end and far-end signal instead of the conventional strate-
gies requiring the additional residual echo suppression (RES)
step. Performances of the proposed AES algorithm are evalu-
ated by objective tests under various environments and better
results compared with the conventional AES method are ob-
tained.
Index Terms: Acoustic Echo Suppression, Soft Decision

1. Introduction
Acoustic echoes often arise due to acoustic coupling between
a loudspeaker and a microphone. Because these echoes can
adversely affect conversation in hands-free telecommunication
systems, acoustic echo suppressors have been employed to
eliminate undesired echoes. To date, much work has been dedi-
cated to the problem of reducing the effects of acoustic echo [1]-
[5]. Most of the traditional acoustic echo suppression (AES) al-
gorithms are based on an adaptive �nite impulse response (FIR)
�lter for estimating the echo path response. The FIR �lter in
turn is based on normalized least-mean-square (NLMS) in the
time domain, wherein an echo estimate is directly subtracted
from the microphone input signal based on the estimated im-
pulse response for the echo path [3], [4].

Recently, AES algorithms based on a spectral subtraction
rule were proposed and impressive performance resulting from
their �exibility and low computational complexity was demon-
strated. In particular, Avandano proposed an ef�cient acoustic
echo suppressor using spectral subtraction based on an inter-
ference estimation [4]. A low complexity AES algorithm was
presented, in the method of Faller and Tourney [5], based on a
spectral modi�cation algorithm such as a Wiener �lter by incor-
porating a gain �lter mimicking the echo path [6].

In this paper, we propose a novel approach to the AES based
on soft decision, where the near-end speech absence probabil-
ity (NSAP) is derived in each frequency component to mod-
ify the AES gain derived from minimum mean square esti-
mation (MMSE) for further echo reduction [7]-[9]. Based on
this, the proposed method can ef�ciently suppress the acoustic
echo without the help of an additional residual echo suppressor
(RES). The performance of the proposed algorithm is evaluated
by echo return loss enhancement (ERLE), speech attenuation
(SA) and speech spectrogram tests and is demonstrated to be
better than that of the conventional method.

2. Review of echo path response
Estimating the echo path response is a crucial component for
AES operation due to the possible mismatch between the ac-
tual echo path and the estimated adaptive �lter, which results
in residual echo in many practical applications [10]. In this sec-
tion, we brie�y review the estimation for the echo path response
in the discrete Fourier transform (DFT) domain as given by [5].
In Fig. 1, which presents an overall block diagram of the AES
system, |Ŷ (i, k)| denotes an estimate of the magnitude spec-
trum of the echo signal compared to the far-end speech signal
X(i, k) with a time index i and frequency index k. The esti-
mated echo magnitude spectrum is then given by

|Ŷ (i, k)| = H(i, k)|Xd(i, k)|. (1)

The gain �lter H(i, k) mimicking the response of the echo path
is obtained by the magnitude of the least squares estimator [5]

H(i, k) =

�
�
�
�

E[X∗
d (i, k)Y (i, k)]

E[X∗
d (i, k)Xd(i, k)]

�
�
�
�

(2)

where ∗ denotes the complex conjugate and d indicates d sam-
ples delay. Since the echo path is time varying, H(i, k) is esti-
mated iteratively as [5]

Ĥ(i, k) =
C(i, k)

R(i, k)
(3)

where

C(i, k) = ζCC(i− 1, k) + (1− ζC)|X∗
d (i, k)Y (i, k)| (4)

R(i, k) = ζRR(i− 1, k) + (1− ζR)|X∗
d (i, k)Xd(i, k)|, (5)

and ζC(= 0.998) and ζR(= 0.998) are smoothing parameters.
It should be noted that the near-end speech may cause the echo
path response �lter H(i, k) to diverge in a double talk situa-
tion. To prevent this problem, in this paper, we follow the cross-
correlation coef�cients-based double talk detection method pro-
posed by [11] in the frequency domain.

3. Proposed acoustic echo suppression
method based on soft decision

From the previous section, it is noted that the estimated echo
magnitude spectrum is obtained using the least squares in the
Fourier domain. Based on this, we propose a novel AES algo-
rithm by taking advantage of soft decision. We consider near-
end speech absence or presence, where the probability of near-
end speech absence is introduced to modify the echo suppres-
sion spectral gain. For this, we �rst assume that two hypotheses,
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Figure 1: Block diagram of the proposed AES algorithm.

H0 and H1, indicate near-end speech absence and presence as
follows:

H0 : near-end speech absent : Y (i, k) = D(i, k) (6)

H1 : near-end speech present : Y (i, k) = D(i, k) + S(i, k)

where D(i, k), S(i, k) and Y (i, k), respectively, represent the
Fourier domain spectra of the echo signal, the near-end speech
and the signal picked up by the microphone. This time, the
background noise is not taken into account since we assume that
near-end speech absence is not correlated with the background
noise.

Under the assumption that D(i, k) and S(i, k) are charac-
terized by separate zero-mean complex Gaussian distributions,
the following is obtained [7]-[9].

p(Y (i, k)|H0) =
1

πλd(i, k)
exp

�
− |Y (i, k)|2

λd(i, k)

�
(7)

p(Y (i, k)|H1) =
1

π(λs(i, k) + λd(i, k))
(8)

exp
�
− |Y (i, k)|2

λs(i, k) + λd(i, k)

�

where λs(i, k) and λd(i, k) are the variance of the near-end
speech and estimated echo, respectively. The near-end speech
absence probability (NSAP) p(H0|Y (i, k)) for each frequency
band is derived from Bayes’ rule, such that [7]:

p(H0|Y (i, k)) (9)

=
p(Y (i, k)|H0)p(H0)

p(Y (i, k)|H0)p(H0) + p(Y (i, k)|H1)p(H1)

=
1

1 + qΛ(Y (i, k))

where q = p(H1)/p(H0) and p(H0) represents the a priori
probability of near-end speech absence. Substituting (7) and
(8) into (9), the likelihood ratio Λ(Y (i, k)) can be computed as
follows:

Λ(Y (i, k)) =
p(Y (i, k)|H1)

p(Y (i, k)|H0)
(10)

=
1

1 + ξ(i, k)
exp

�γ(i, k)ξ(i, k)
1 + ξ(i, k)

�

where the a posteriori signal-to-echo ratio (SER) γ(i, k) and
the a priori SER ξ(i, k) are de�ned by

γ(i, k) ≡ |Y (i, k)|2
λd(i, k)

(11)

ξ(i, k) ≡ λs(i, k)

λd(i, k)
. (12)

In time, ξ(i, k) is estimated with the help of the well-known
decision-directed approach with αDD = 0.6 [8]. Then

ξ̂(i, k) = αDD
|Ŝ(i− 1, k)|2
λd(i− 1, k)

+(1−αDD)P [γ(i, k)−1] (13)

where P [z] = z if z ≥ 0, and P [z] = 0 otherwise. Also,
λ̂d(i, k) is the estimate for λd(i, k) and the power spectrum
of the echo signal can be estimated when the near-end speech
signal is not present in the observation, as given by

λ̂d(i, k) = ζλd
λ̂d(i− 1, k) + (1− ζλd

)|Ŷ (i, k)|2 (14)

where ζλd
is a smoothing parameter and E[|Ŷ (i, k)|2] is given

by (1).
Under the assumption that the spectral components of the

input signal at the microphone are statistically independent, we
employ the MMSE estimator obtained for the echo suppression
from the observation Y (i, k) as follows:

|Ŝ(i, k)| = E[|S(i, k)||Y (i, k)]. (15)

It is useful to consider the estimated near-end speech spectrum
Ŝ(i, k) as being achieved from Y (i, k) by a multiplicative gain
function GMMSE as given below

Ŝ(i, k) = GMMSE

�
ξ(i, k), γ(i, k)

�
· Y (i, k) (16)

in which the gain GMMSE(·, ·) of the MMSE estimator is given
by [8]

G
�
ξ(i, k), γ(i, k)

�
=

�
πυ(i, k)

2γ(i, k)
exp

�
− υ(i, k)

2

�
(17)

·
��

1 + υ(i, k)
�
I0
�υ(i, k)

2

�
+ υ(i, k)I1

�υ(i, k)
2

��

and I0 and I1 are modi�ed Bessel functions of zero and �rst
order. Also, υ(i, k) is de�ned as follows:

υ(i, k) =
ξ(i, k)

1 + ξ(i, k)
γ(i, k). (18)

Finally, in the proposed AES scheme, the echo suppression gain
derived from MMSE estimation is combined with the NSAP
depending on soft decision for robust performance, as given by

Ŝ(i, k) =
�
1−p

�
H0|Y (i, k)

��
GMMSE

�
ξ̂(i, k), γ̂(i, k)

�
Y (i, k)

(19)
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Figure 2: Time variation of ERLE(t) (vehicular noise,
SNR=20 dB)

where we can see that a better echo suppression rule is formu-
lated to apply greater attenuation for a given frequency bin con-
sisting of echo alone.

In addition, the proposed echo suppression gain-
modi�cation is further improved in that distinct values of q’s
in (9) are estimated for different frames and frequency bins
such as q(i, k) that can be tracked in time [12]. Therefore, the
proposed algorithm employs a decision rule to decide whether
the near-end speech signal is present in the kth bin, as given by

q(i, k) = αqq(i− 1, k) + (1− αq)I(i, k) (20)

in which the smoothing parameter αq is set as 0.7 and
I(i, k) denotes an indicator function for the result in (21), i.e.,
I(i, k) = 1 if γ(i, k) > γth and I(i, k) = 0 otherwise. The
value of q(i, k) can be easily updated using the a posteriori SER
γ(i, k) as follows:

γ(i, k)
H1

≷
H0

γth (21)

where the threshold γth is set to 3.0 considering the desired
signi�cance level.

4. Experimental results
In order to evaluate the performance of the proposed AES algo-
rithm, we conducted objective comparison experiments under
various noise conditions. Twenty test phrases, spoken by seven
speakers and sampled at 8 kHz, were used as the experimental
data. For assessing the performance of the proposed method, we
arti�cially created 20 data �les, where each �le was obtained
by mixing the far-end signal with the near-end signal. Each
frame of the windowed signal was transformed into its corre-
sponding spectrum through 128-point DFT after zero padding.
We then constructed 16 frequency bands employing the sub-
band combining to cover whole frequency ranges (∼4 kHz) of
the narrow band speech signal which is analogous to that of the
IS-127 noise suppression algorithm [13]. The far-end speech
signal was passed through a �lter simulating the acoustic echo
path before being mixed [14], [15]. The simulation environ-
ment was designed to �t a small of�ce room having a size of
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Figure 3: Speech spectrograms (vehicular noise, SNR=20 dB)
(a) Spectrogram of the clean and near-end speech signal (b)
Spectrogram of output signal obtained by Faller [5] (c) Spec-
trogram of output signal obtained by the proposed method.

5×4×3 m3. The echo level measured at the input microphone
was 3.5 dB lower than that of the input near-end speech on av-
erage. In order to create noisy conditions, white, babble and
vehicular noises from the NOISEX-92 database were added to
clean near-end speech signals at signal-to-noise ratios (SNRs)
of 10, 15, 20 and 25 dB. For the purpose of an objective com-
parison, we evaluated the performance of the proposed scheme
and that of the conventional AES algorithm proposed by Faller
et al. [5], [6]. The performance of the approach was measured
in terms of echo return loss enhancement (ERLE), speech atten-
uation (SA), which are de�ned by [15]

ERLE(t) = 10log10

�E[y2(t)]

E[e2(t)]

�
(22)

SA(t) =
1

N

N�
10log10

�E[s2(t)]

E[s̃2(t)]

�
(23)

where t is a sample index, E[·] denotes the expected value, N
is the number of samples during the double-talk periods and
s̃2(t) denotes the near-end speech component in the output sig-
nal e(t).

In Fig. 2, an example of ERLE(t) variation over time
demonstrates that the proposed algorithm attenuates the echo
signal more ef�ciently than the conventional AES technique
while preserving the near-end signal quite well during the
double-talk periods. Also, the speech spectrograms are pre-
sented in Fig. 3. Figs. 3(b) and 3(c) show the spectrograms
obtained with the conventional and proposed algorithm, respec-
tively. In the proposed method, the residual echo is further re-
duced compared to the conventional technique during the active
far-end echo period. Finally, given the three types of noise en-
vironments, overall results for the aforementioned 20 data �les
are shown in Table 1 and Table 2. ERLE and SAs scores were
averaged to yield �nal mean score results for the case of three
types-noise sources. From Table 1, it is evident that in most
noisy conditions, the proposed AES algorithm based on soft
decision yielded a higher ERLE compared to the conventional
technique. The SAs of the proposed method during double-talk
periods are shown in Table 2, where we can observe that the SAs
of the proposed scheme based on soft decision were better than
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Table 1: Comparison of ERLE results obtained from the pro-
posed AES algorithm with respect to the conventional Faller’s
method during the far-end echo period.

Environments ERLE (dB)
Noise SNR (dB) Faller Proposed

White

10 5.72 7.16
15 6.82 9.65
20 7.45 11.53
25 7.73 12.70

Babble

10 5.50 6.77
15 6.60 9.25
20 7.31 11.19
25 7.67 12.31

Vehicle

10 5.14 6.68
15 6.49 9.35
20 7.29 11.38
25 7.66 12.62

Clean speech ∞ 7.90 13.70

Table 2: Comparison of SA results obtained from the proposed
AES algorithm with respect to the conventional Faller’s method
during double-talk.

Environments SA (dB)
Noise SNR (dB) Faller Proposed

White

10 1.31 1.05
15 1.45 1.21
20 1.51 1.29
25 1.53 1.32

Babble

10 1.36 1.12
15 1.48 1.25
20 1.52 1.30
25 1.54 1.32

Vehicle

10 1.21 0.99
15 1.41 1.18
20 1.50 1.28
25 1.53 1.32

Clean speech ∞ 1.54 1.33

that of the previous scheme in all the tested conditions. Sum-
marizing the overall results, the proposed approach is found to
be effective in the AES technique.

5. Conclusions
In this paper, we have proposed a novel AES algorithm based
on a soft decision scheme in the frequency domain. The MMSE
estimator-based �lter is applied to the AES gain in conjunc-
tion with the soft decision scheme considering the probability
of near-end speech absence for effective echo suppression. The
performance of the proposed algorithm has been found to be
superior to that of the conventional technique through objective
evaluation tests.
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