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Abstract
This study proposes an emotion clustering method based on
Probabilistic Linear Discriminant Analysis (PLDA). Each emo-
tional utterance is modeled as a GMM mean supervector. Hi-
erarchical clustering is applied to cluster supervectors that rep-
resent similar emotions using a likelihood ratio from a PLDA
model. The PLDA model can be trained with a different emo-
tional database from the test data, with different emotion cate-
gories, speakers, or even languages. The advantage of using a
PLDA model is that it identifies emotion dependent subspaces
of the GMM mean supervector space. Our proposed emo-
tion clustering based on PLDA likelihood distance improves 5-
emotion clustering accuracy by 37.1% absolute compared to a
baseline with Euclidean distance when PLDA model is trained
with a separate set of speakers from the same database. Even
when PLDA model is trained using a different database with
a different language, clustering performance is improved by
11.2%.
Index Terms:emotion clustering, PLDA

1. Introduction
Recent growth of human computer interaction has motivated
increasing research on emotion recognition, i.e., automatically
identifying emotional state of a speaker [1, 2]. In addition to the
linguistic message or text of ”what is being said”, emotions are
encoded in the speech signal as the manner of speaking. Identi-
fying emotional state of users of a system based on their speech
improves response of the system. An important application of
emotion recognition is in spoken dialog systems [3, 4].

The main components of speech emotion recognition sys-
tems are: extracting effective features from speech that char-
acterize emotions, and classification of emotions based on the
extracted features [1]. A significant number of studies have ex-
plored various acoustic features for emotion recognition [2, 5].
In this study, our main focus is on the pattern recognition or
emotion classification/clustering component. Several classifiers
have been applied for emotion recognition including Gaussian
Mixture Models (GMM), Hidden Morkov Models (HMM), K
Nearest Neighbors (KNN), Decision Trees, Support Vector Ma-
chines (SVM), and Neural Networks [5, 6, 7, 8, 4, 9].

One of the challenges in emotion classification is to use rel-
evant emotional speech databases to train statistical models for
each emotion, and adjust training data to the test scenario [1].
However, in many real applications the available training emo-
tional databases are different from test speech data in various
aspects, including types of emotions, speakers, noise, and even
language. A few studies have explored unsupervised clustering
of emotions and speaking styles to construct databases for audio
books and Text To Speech (TTS) systems [10, 11].
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In a study by Mehrabani and Hansen [12], a cluster re-
fining method for speaker clustering was proposed based on
Probabilistic Linear Discriminant Analysis (PLDA) [13, 14].
It was shown that PLDA modeling improved the speaker clus-
tering performance under mixed speaking styles by identifying
speaker dependent subspaces, which are less sensitive to speak-
ing style. Inspired by that, here we propose to use PLDA to
identify emotion or speaking style dependent subspaces instead
of speaker dependent subspaces. In addition, the present study
is based on applying the PLDA likelihood scores as a distance
measure to combine clusters in hierarchial clustering, while in
[12], PLDA likelihood scores were used to refine the clusters
after the baseline clustering.

In this study, a semi-supervised emotion clustering based on
PLDA is proposed. The proposed emotion clustering method
does not train emotion models. Instead, a PLDA model is
trained using a separate emotional data set. Linear discriminant
classifiers have been used for emotion recognition [3]. Com-
pared to Linear Discriminant Analysis (LDA), which is com-
monly applied to maximize the between-class data separation
while minimizing the within-class scatter, probabilistic LDA or
PLDA is a generative model that can be used for recognition on
previously unseen classes [13]. Hence, in this work, the train-
ing data for the PLDA model is not required to have the same
emotions, speakers, language, etc. as the test data.

The proposed emotion clustering system is based on clus-
tering of GMM supervectors in a PLDA subspace. Instead of
directly clustering the extracted feature vectors, each speech
unit or utterance is modeled as a GMM, and represented by
the GMM mean supervector, which is generated by stacking all
the mean vectors of Gaussian mixtures. GMM mean supervec-
tors have been proven to be effective for speaker and language
recognition applications [15, 16]. In addition, joint factor analy-
sis and i-vectors have been used to improve speaker recognition
for emotional speech by distinguishing between speaker versus
emotion subspaces of the GMM mean supervector space [17].
GMM supervectors have also been applied to emotion recogni-
tion [18].

The present study proposes an emotion clustering method
that directly applies likelihood sores from a PLDA model in hi-
erarchical clustering of emotional speech that was not present
in PLDA training. We tested the proposed emotion cluster-
ing method with two scenarios. In the first scenario, training
data for the PLDA model and test data are selected from the
same emotional database but different speakers and different
emotions. The second scenario includes training the PLDA on
a database and testing it with another database with different
speakers and language. In both cases, it is shown that emotion
clustering in the PLDA subspace improves speaker independent
emotion clustering performance.

The presented PLDA based emotion clustering method has
various applications, especially when there is mismatch be-
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Figure 1: Flow diagram of baseline emotion clustering.

tween train and test data sets or when training emotional speech
data is not properly labeled. In addition, real emotions are more
complex than acted ones and are hardly distinguishable even
by humans. However, our proposed system is based on clus-
tering the emotions rather than labeling each utterance with a
particular emotion. Therefore, the PLDA model can be trained
with acted or exaggerated emotions to learn the supervector di-
mensions that are more emotion dependent and less speaker or
language or text dependent. The trained PLDA model can then
be applied to cluster real emotions. Another application of the
proposed emotion clustering system is as a front-end to provide
homogeneous speech data for multi-style training of other sys-
tems such as speech recognition.

Sec. 2 briefly explains the PLDA model that we applied for
emotion clustering and Sec. 3 presents the proposed emotion
clustering method based on the PLDA model. Sec. 4 describes
emotional databases that were used for this study, and clustering
results for these databases. Sec. 5 includes the conclusions.

2. Probabilistic Linear Discriminant
Analysis

The core idea of the proposed emotion clustering method is
identifying emotion related subspaces in the speech data among
all the other subspaces that represent variations such as speaker,
language, etc. This is done based on Probabilistic Linear
Discriminant Analysis (PLDA). Linear Discriminant Analysis
(LDA) is a common method in pattern recognition using a lin-
ear combination of the features to separate two or more classes
based on maximizing the between-class data separation while
minimizing the within-class scatter [19]. Probabilistic LDA is a
generative model which is more suitable for recognition tasks
on previously unseen classes [13]. Therefore, PLDA model
can be trained on any available emotional database, and be ap-
plied to cluster emotional speech for emotions, speakers, or lan-
guages that were not present for training.

The PLDA model that we used for emotion clustering was
originally proposed for face recognition applications when the
lighting or pose of the probe and gallery images were different
[14]:

xij = μ+ Fhi +Gwij + εij (1)

where xij represents the j′th image of the i′th individual, with
i = 1, .., I and j = 1, ..., J . This model has two components:
the signal component μ + Fhi that describes the between-
individual variation, and the noise component Gwij + εij that
denotes the within-individual noise. The term μ is the overall
mean of the training data, and F and G are matrices, which
contain bases for between-class and within-class subspaces, re-
spectively. hi and wij are latent variables and finally εij is the
residual noise term which is defined to be Gaussian with a di-

agonal covariance matrix Σ [14]. The output of PLDA training
is the model θ = {μ, F,G,Σ}, which is trained using Expecta-
tion Maximization (EM) algorithm.

In this study, each training sample or xij is a GMM mean
supervector, which represents an utterance. i = 1, .., I are
the emotions, and j = 1, ..., J are various samples for each
emotion class, and therefore, matrix F is the matrix that cap-
tures the emotion specific subspaces in the supervector space
and μ + Fhi in Eq. (1) depends only on the emotion or the
speaking style of the speaker, while G includes subspaces that
contain other information from the speech signal such as the
spoken message, speaker, etc. and Gwij + εij represents all
those factors rather than the emotion.

3. Proposed Emotion Clustering
In this study we propose an emotion clustering algorithm, which
groups utterances with similar emotions using a previously
trained PLDA model. Each utterance is represented by a GMM
mean supervector, and clustering is performed in the supervec-
tor space. To show the advantages of the PLDA modeling, the
results are compared to a baseline system that also performs
the clustering on GMM mean supervectors, without using the
PLDA model.

Fig. 1 shows the block diagram of baseline emotion clus-
tering. The feature extraction and GMM modeling steps that
are depicted in Fig. 1 were also used for the proposed PLDA
emotion clustering. First, acoustic features were extracted from
every frame of each utterance. Since the focus of this study
is on improving pattern recognition algorithms for emotional
speech modeling, we used low-level spectral features, MFCCs
(13 coefficients including energy, deltas and double deltas), that
have been successfully applied for emotion recognition [7, 20].
We acknowledge that using prosodic features can improve the
emotion classification performance, however, this study is con-
centrated on modeling schemes rather than feature selection.

Next, a Maximum A Posteriori (MAP) adaptation was used
to adapt a previously trained Universal Background Model
(UBM) to the feature vectors extracted from each utterance.
Each utterance was represented by a GMM supervector ob-
tained by stacking adapted GMM mean vectors, and clustering
was performed in the supervector space.

Fig. 2 shows the block diagram of our proposed emotion
clustering system. First, all utterances from the train and test
data sets were modeled as GMM supervectors. Next, the train-
ing supervectors were used to train a PLDA model. Note that
the train data set is not required to have the same emotions or
speakers as the test set. The PLDA training data should just in-
clude utterances with labeled emotions for a number of different
emotions with a variety of samples such as different speakers for
each emotion.

Finally, the test supervectors were clustered using hierar-
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Figure 2: Flow diagram of proposed PLDA emotion clustering system.

chical clustering with a likelihood distance based on the trained
PLDA model. The hierarchical agglomerative clustering is a
bottom-up technique, which starts with each data point being a
cluster and subsequently links the closest clusters together until
a stopping criterion is satisfied. We applied the PLDA like-
lihood ratio as the distance measure to compare and link the
clusters.

The likelihood ratio that is used as a distance measure for
clustering, is the likelihood that two supervectors belong to dif-
ferent emotions divided by the likelihood that two supervectors
belong to the same emotion. For two GMM supervectors x1
and x2, the PLDA likelihood ratio is:

R(x1, x2) =
likelihood(diff)

likelihood(same)
=

P (x1)P (x2)

P (x1, x2)
(2)

The larger the likelihood ratio, the two supervectors are less
likely to be from the same emotion cluster. x1 and x2 can be
represented based on latent variables using Eq. (1), and if they
are from the same emotion class, they have the same latent vari-
able h. The likelihood ratio can be calculated by marginalizing
over the hidden variables [13, 14]. Next, results of the proposed
PLDA emotion clustering are presented.

4. Results and Discussion
The proposed PLDA emotion clustering was evaluated using
three emotional corpora with three different languages. The first
database was a Mandarin emotional corpus (THU Emotional)
with simulated emotions, but speakers were not actors. THU
Emotional corpus contains emotional speech from 30 speak-
ers (15 female and 15 male), and 50 short utterances (approxi-
mately 2 sec.) per speaker per emotion. The 5 emotional cate-
gories for THU Emotional corpus are: neutral, angry, anxious,
happy, and sad. The second emotional database was LDC Emo-
tional Prosody, which is in English. The Emotional Prosody
corpus includes 15 emotional categories: disgust, panic, anxi-
ety, hot anger, cold anger, despair, sadness, elation, happy, in-
terest, boredom, shame, pride, contempt, and neutral simulated
by 8 professional actors (5 female and 3 male) reading short
dates and numbers [21]. The third emotional corpus that was
used for this study was Berlin Database of Emotional Speech
(EMO-DB) [22]. EMO-DB contains emotional speech from 10
actors (5 female and 5 male) reading 10 German utterances with
7 emotions: anger, boredom, disgust, fear, joy, neutral, and sad-
ness.

We evaluated our emotion clustering method with two sce-
narios: within and across corpora. For this study we focused
on the clustering of 5 emotional categories: neutral, angry, anx-

ious, happy, and sad. For the baseline system, hierarchical clus-
tering was applied directly on GMM supervectors without using
the PLDA model (Fig. 1). Euclidean distance and Ward’s link-
age method [23] were used for hierarchical clustering baseline.

For the first scenario, we evaluated the proposed emotion
clustering algorithm on THU Emotional corpus to show the ef-
fectiveness of PLDA model to distinguish between speaker de-
pendent and emotion dependent supervector subspaces. The
speech data was divided into train and test sets, where train
set included speech from 20 speakers (10 female and 10 male),
and test set included 10 speakers (5 female and 5 male) with
no overlap between train and test speakers. Only the neutral
speech from the train set was used for UBM training. All emo-
tional speech from the train speakers with 5 emotion categories
was used to train the PLDA model, which will be referred as
PLDA-5C. Clustering accuracy was applied to evaluate emo-
tion clustering performance, which is the number of correctly
clustered utterances divided by the total number of utterances.

Table 1 compares performance of emotion clustering in
PLDA subspace to the baseline using average binary and 5-
class clustering accuracies. Average binary clustering accuracy
represents mean of clustering accuracy for every pair of emo-
tions. In THU Mandarin emotional database, binary clustering
accuracies with the baseline were close to chance for most emo-
tion pairs. As shown in the table, using the PLDA model im-
proved average binary clustering performance by +22.0% ab-
solute. The clustering accuracy for 5 emotions improved by
+37.1% absolute with the PLDA model compared to the base-
line. The most improved clustering performances were angry-
vs-sad and angry-vs-neutral, which achieved 97.3% and 93.7%,
respectively. The most challenging pair was angry-vs-happy,
where only 51.7% was obtained. Binary clustering accuracies
for emotion pairs are compared in Fig. 3 for the baseline and
proposed PLDA emotion clustering.

Baseline PLDA-5C 

Average Binary 
Clustering Accuracy 54.8% 76.8% 

5-Class Clustering 28.0% 65.1% 

Table 1: Average binary clustering and 5-class emotion cluster-
ing accuracies for THU Emotional corpus.

Next, we evaluated the second scenario, where two differ-
ent databases were used for training and testing. The Emo-
tional Prosody English speech corpus was used as a test set and
the EMO-DB German emotional corpus was used to train the
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Figure 3: Binary clustering accuracies for THU Emotional cor-
pus: comparing baseline and proposed PLDA-5C method for
every pair of emotions from the set of 5 emotions: neutral(NL),
angry(AG), anxious(AX), happy(HP), and sad(SD).

PLDA model. Note that these two corpora had different lan-
guages and different speakers. Since EMO-DB did not have
enough data to train the UBM, a combination of TIMIT data and
EMO-DB was used for UBM training. For this scenario, vari-
ous combinations of emotions were examined for PLDA model
training. The best results were achieved when the PLDA model
was trained with three emotional categories of neutral, angry,
and sad, which will be referred as PLDA-3C.

Baseline PLDA-3C 

Average Binary 
Clustering Accuracy 63.3% 70.6% 

5-Class Clustering 34.0% 45.2% 

3-Class Clustering 51.2% 70.1% 

Neutral-Emotional
Clustering 50.7% 60.9% 

Table 2: Baseline and proposed PLDA clustering accuracies
for Emotional Prosody corpus (English) when PLDA model is
trained with EMO-DB (German).

Table 2 shows the emotion clustering performance on En-
glish emotional prosody database obtained using the base-
line method and the proposed PLDA based clustering method,
where PLDA model is trained with EMO-DB in German. Com-
pared to the baseline, the proposed PLDA based emotion clus-
tering improves the average binary clustering performance by
+7.3% and 5-class emotion clustering performance by +11.2%
absolute. The emotional versus neutral speech clustering was
also improved by +10.2%. The 3-class emotion clustering for
neutral, angry, and sad, which were the emotions used to train
PLDA model represent maximum performance improvement of
+18.9%. However, binary clustering accuracy for happy and
anxious, which were emotions that were not used for PLDA
training also increased from 61.7% to 70.9% (+9.2%). This
shows the generalization characteristic of the PLDA model, not
only for unseen speakers and languages, but also for unseen
emotions. For English Emotional prosody database, among
pairs of emotions, binary clustering accuracy improved the most
for angry-vs-neutral and angry-vs-anxious, achieving 94.2%
and 91.3%, respectively. Similar to the THU corpus, the most
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Figure 4: Binary clustering accuracies for Emotional Prosody
corpus: comparing baseline and proposed PLDA-3C method
for every pair of emotions from the set of 5 emotions: neu-
tral(NL), angry(AG), anxious(AX), happy(HP), and sad(SD).

difficult pair to cluster was angry-vs-happy, where only 50.3%
was obtained. Binary clustering accuracies for emotion pairs
are compared in Fig. 4 for the baseline and proposed PLDA
emotion clustering.

We have also tried clustering English emotional data us-
ing a PLDA model trained with THU Mandarin emotional data.
Our initial experiments showed that PLDA model trained with
Mandarin emotional data did not improve emotional clustering
performance for English. This can be since Mandarin and En-
glish are not from the same language family and also Mandarin
is a tonal language.

5. Conclusions
The task of unsupervised emotion clustering, or grouping
speech utterances with similar emotions is a very challenging
task. Alternatively, training statistical models for each emotion
requires labeled data from several speakers. However, emo-
tional databases generally include acted or exaggerated emo-
tions, and models trained with such data might not be useful to
classify real data. In this study, we proposed a semi-supervised
approach, which uses a PLDA model for emotion clustering,
and showed the significant performance improvement com-
pared to unsupervised clustering. Each utterance was first, rep-
resented by a GMM mean supervector, and PLDA model was
used to distinguish emotion discriminative subspaces and use
them for emotion clustering of unseen emotions, speakers, and
even languages.

Future research can include a wider variety of features,
emotions, and databases. The proposed clustering method can
also be applied as a front-end for speech recognition systems
to improve the performance for emotional speech by clustering
speech data with similar emotions.
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