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Abstract— Distributed cooperative control of multi-agent 

systems is used to implement the secondary frequency control of 
microgrids. The proposed control synchronizes the frequency of 
distributed generators (DG) to the nominal frequency and shares 
the active power among DGs based on their ratings. This 
frequency control is implemented through a communication 
network with one-way communication links, and is fully 
distributed such that each DG only requires its own information 
and the information of its neighbors on the communication 
network graph. Due to the distributed structure of the 
communication network, the requirements for a central 
controller and complex communication network are obviated, 
and the system reliability is improved. Simulation results verify 
the effectiveness of the proposed secondary control for a 
microgrid test system. 

Keywords—Distributed cooperative control, microgrids, multi-
agent systems, secondary control. 

I. INTRODUCTION 
Microgrids are small-scale power systems that facilitate 

the integration of distributed generators (DG) and can operate 
in both gird-connected and islanded modes [1]-[6]. In normal 
operation, the microgrid is connected to the main grid, and its 
frequency is dictated by the nominal frequency of the main 
grid. However, the microgrid may disconnect from the main 
grid and goes to the islanded operation due to the pre-planned 
or unplanned events. Islanding process results in active power 
unbalance between generation and consumption units which, 
in turn, may cause frequency instability. The primary control 
is applied to maintain the frequency stability [7]-[9]. The 
primary control shares the active power among DGs based on 
their ratings. However, the primary control can lead to slight 
frequency deviations from the nominal frequency. To restore 
the DG frequencies to their nominal value, the secondary 
control is applied [7]-[8], [10]-[13]. The secondary control 
also requires sharing the active power among DGs based on 
their ratings. The conventional secondary controls for 
microgrids assume a centralized structure that requires a 
complex communication network [7]-[8], [10]-[11]. The 
requirements for a central controller and complex 
communication networks reduce the system reliability. Sparse 

communication networks can be accommodated by applying 
distributed cooperative control of multi-agent systems to the 
design of secondary control for microgrids [14].  

In multi-agent systems, the coordination and 
synchronization process requires the exchange of information 
among agents based on some communication protocols [15]-
[21]. A microgrid can be considered as a multi-agent system, 
where each DG is an agent. Since the dynamics of DGs in 
microgrids are nonlinear and non-identical, input-output 
feedback linearization can be used to transform the nonlinear 
heterogeneous dynamics of DGs to linear dynamics. Once 
input-output feedback linearization is applied, the secondary 
frequency control leads to a first-order synchronization 
problem. In this paper, fully distributed frequency control 
protocols are derived for each DG that synchronize the DG 
frequencies to the nominal value and allocate the active power 
of DGs based on their active power ratings. The proposed 
secondary frequency control is implemented through a sparse 
communication network. The communication network is 
modeled by a directed graph (digraph). Each DG requires its 
own information and the information of its neighbors on the 
digraph. The sparse communication structure requires one-
way communication links and is more reliable than centralized 
secondary controls. 

The paper is organized as follows: Section II discusses the 
dynamical model of inverter-based DGs and the primary and 
secondary control levels. In Section III, the secondary 
frequency control based on distributed cooperative control of 
multi-agent systems is presented. The proposed secondary 
control is verified in section IV on a microgrid test system. 
Section V concludes the paper. 

II. PRIMARY AND SECONDARY CONTROL LEVELS OF 
MICROGRIDS 

Figure 1 shows the block diagram of an inverter-based DG. 
It contains the primary power source (e.g., photovoltaic 
panels), the voltage source converter (VSC), and the power, 
voltage, and current control loops. The control loops set and 
control the output voltage and frequency of the VSC. Outer 
voltage and inner current controller block diagrams are 
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elaborated in [22]. The power controller provides the voltage 
references *

odiv  and *
oqiv  for the voltage controller, and the 

operating frequency i  for the VSC. Note that nonlinear 
dynamics of each DG in a microgrid are formulated on its own 
d-q (direct-quadratic) reference frame. The reference frame of 
microgird is considered as the common reference frame and 
the dynamics of other DGs are transformed to the common 
reference frame. The angular frequency of this common 
reference frame is denoted by .com  

The nonlinear dynamics of the i-th DG, shown in Fig. 1, 
can be written as 

 
( ) ( ) ( )
( )

i i i i i i i i i

i i i i i

u
y h d u
x f x k x D g x

x
, (1) 

The term iD  is considered as a known disturbance. Detailed 
expressions for ( )i if x , ( )i ig x , ( )i ih x , ( )i id x , and ( )i ik x  are 
adopted from the nonlinear model presented in [22]. 

The primary control is usually implemented as a local 
controller at each DG by the droop technique. Droop 
technique prescribes a desired relation between the frequency 
and the active power, and between the voltage amplitude and 
the reactive power. The primary frequency control is  

 
i ni Pi im P  (2) 

where  ni  is the primary frequency control reference and 

Pim  is the frequency-active power droop coefficient [7]-[8]. 

The secondary frequency control chooses ni  such that the 
angular frequency of each DG synchronizes to its nominal 
value , i.e. i ref . It should be noted that once the 
secondary frequency control is applied, the DG output powers 
are allocated according to the same pattern used for primary 
control [23]. After applying the primary control, the DG 
output powers satisfy the following equality 

 

 

1 1 .P PN Nm P m P  (3) 

Since the active power droop coefficients Pim  are chosen 
based on the active power rating of DGs, max iP , (3) is 
equivalent to 

 
Fig. 1. The block diagram of an inverter-based DG. 
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Therefore, the secondary frequency control must also satisfy 
(3) or (4) [23]. For the secondary frequency control, the 
outputs and inputs are i iy

 
and i niu , respectively.  

Conventionally, the secondary frequency control is 
implemented by using a centralized controller for the whole 
microgrid having the proportional-plus-integral (PI) structure 
[7]-[8]. In a centralized control structure, the central controller 
communicates with all DGs in the microgrid through a star 
communication network. A centralized control structure 
deteriorates the system reliability. In Section III, the 
distributed cooperative control of multi-agent systems will be 
adopted to develop a more efficient secondary frequency 
control with a distributed structure. 

The proposed secondary frequency control exploits the 
following relationship between the output active power of 
each DG and its angular frequency. The output active power 
of each DG can be written as [9] 

 sin( ) sin( ),oi bi
i i i i

ci

v v
P h

X
 (5) 

where i  is the angle of the DG reference frame with respect 
to the common reference frame. oiv , biv , and ciX  are shown 
in Fig. 1. The term ih  can be assumed to be constant since the 
amplitude of oiv  and biv  change slightly around the nominal 
voltage [9]. Since ciX  is typically small, i  is small, and 
hence, sin( )i  is approximately equal to i  [9]. Considering 
these assumptions and differentiating (5) yields 

  ( ),i i i comP h  (6) 

Equation (6) provides a direct relationship between the 
differentiated output power of DGs and their angular 
frequency with respect to the angular frequency of microgrid. 
The global form of (6) can be written as 

 ( ),comP h  (7) 

where { }ih diag h  and com N com1 . 

III. DISTRIBUTED COOPERATIVE CONTROL OF MICROGIRDS 
In this section, the secondary frequency control is designed 

based on the distributed cooperative control of multi-agent 
systems. For this purpose, each DG needs to communicate with 
its neighbors and receive the information of neighboring DGs 
through one-way communication links. The required 
communication network can be modeled by a communication 
graph. In the following, first, a brief introduction on graph 
theory is presented. Then, the distributed cooperative 
secondary control of microgirds is discussed. 

A. Preliminaries on Graph Theory 
The communication network of a microgrid can be 

modeled by a digraph. In a microgrid, DGs are considered as 
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the nodes of the communication digraph. The edges of the 
corresponding digraph of the communication network denote 
the communication links. A digraph is usually expressed as 

( , , )  with a nonempty finite set of N  nodes 

1 2{ , , , }Nv v v , a set of edges or arcs , and the 

associated adjacency matrix [ ] N N
ija . In this paper, 

the digraph is assumed to be time-invariant, i.e.,  is 
constant. An edge from node j  to node i  is denoted by 
( , )j iv v , which means that node j  receives information from 
node i . ija  is the weight of edge ( , )j iv v , and 0ija  if  
( , )j iv v , otherwise 0ija . It is assumed that there is no 
repeated edge, i.e. 0iia . Node j  is called a neighbor of 
node i  if ( , )j iv v . The set of neighbors of node i  is 
denoted as { | ( , ) }i j iN j v v . For a digraph, if node j  is a 
neighbor of node i , then node i  can receive information from 
node j , but not necessarily vice versa. The in-degree matrix 

is defined as { } N N
iD diag d with 

ii j N ijd a . The 

Laplacian matrix is defined as L D .  

A directed path from node i  to node j  is a sequence of 
edges, expressed as {( , ), ( , ), , ( , )}i k k l m jv v v v v v . A digraph is 
said to have a spanning tree, if there is a node ri  (called the 
root), with a directed path to every other node in the graph 
[24]. 

B. Distributed Cooperative Frequency Control 
The distributed cooperative frequency control is designed 

to synchronize the frequency of DGs, i  in (2), to the 
reference frequency, ref , while sharing the active power 
among DGs based on their power ratings as stated in (3).  

The nonlinear dynamics of the i-th DG in (1) are 
considered. Differentiating the frequency-droop characteristic 
in (2) yields 

 ,ni i Pi i im P u  (8) 

where iu  is an auxiliary control to be designed. Equation (8) 
is a dynamic system for computing the control input ni  from 

iu (See Fig. 2.). The auxiliary control should be designed such 
that DG frequencies synchronize to the reference frequency 

ref , and (3) is satisfied. According to (8), the secondary 

frequency control of a microgrid including N  DGs is 
transformed to a synchronization problem for a first-order and 
linear multi-agent system 

 

1 1 1 1

2 2 2 2 .

P

P

N PN N N

m P u
m P u

m P u

 (9) 

To achieve synchronization, it is assumed that DGs can 
communicate with each other through the prescribed 
communication digraph . The auxiliary controls iu  are 
chosen based on each DG’s own information, and the 
information of its neighbors in the communication digraph as 

 

( ( ) ( )

( )),
i

i

i ij i j i i ref
j N

ij Pi i Pj j
j N

u c a g

a m P m P
 (10) 

where c  is the control gain. It is assumed that the pinning 
gain 0ig  is nonzero for only one DG that has the reference 
frequency ref .  

The global control input u  is written as  

 (( )( ) ),ref Pu c L G Lm P  (11) 

where 1 2
T

N , ref N ref1 , with N1  the 

vector of ones with the length of N , { }P Pim diag m , and 

1 2
T

NP P P P . The Kronecker product is .  
N NG  is a diagonal matrix with diagonal entries equal to 

the pinning gains ig . The global form of dynamics in (9) can 
be written as 

 (( )( ) ).P ref Pm P c L G Lm P  (12) 

The term ( )( )refL G  is defined as the global 

neighborhood tracking error e. The term ref  is defined 
as the global disagreement vector, . 

Lemma 1 [18], [19]. Zero is a simple eigenvalue of L if and 
only if the directed graph has a spanning tree. Moreover, 

0NL1 , with N1  being the vector of ones with the length of  
N .

Lemma 2 [25]. Let the digraph  have a spanning tree and 
0ig  for at least one root node. Then, L+G is a nonsingular 

M-matrix. Additionally 

 min/ ( ),e L G                                       (13) 

where min ( )L G  is the minimum singular value of L G , 
and 0e  if and only if 0 . 

In the following, it is assumed that the DG for which 
0ig  is labeled as DG 1. Theorem 1 is the main result. 

Theorem 1. Let the digraph  have a spanning tree and 
0ig  for only one DG placed as a root node of digraph . 

Let the auxiliary control iu  be chosen as in (10). Then, the 
DG frequencies i  in (2) synchronize to ref , and the active 
power among DGs is shared based on their power ratings 
satisfying (4). 
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Proof: In the steady state, the left sides of (12) and (7) are 
equal to zero. Setting the left side of (7) equal to zero yields 

 .com  (14) 

Equation (14) shows that all the DG frequencies synchronize 
to the microgrid frequency in steady state. Therefore, 
according to Lemma 1 

  0.L  (15) 

Setting the left side of (12) equal to zero, and considering (15) 
yields 

 ( ) 0.P refLm P G  (16) 

The commensurate form of (16) can be written as 

1 12 1
1:

1 1
21 2 2 2 2

1:

1 2
1:

1 1( )

0 0,

0

j N
j N

P
j N P

j N

PN N
N N Nj

j N

ref

a a a

m P
a a a m P

m P
a a a

g

 (17) 

that equivalently  yields (18) and (19). 
12 1 1 2 2 1 1 1

1 1

( ) ( )
( ) 0,

P P N P PN N

ref

a m P m P a m P m P
g

 (18) 

2 2 1 1

3 3 1 1

1 1

( )( ) 0,

P P

P P

PN N P

m P m P
m P m P

L G

m P m P

 (19) 

where 

2 23 2
1:

32 3 3
1:

2 3
1:

,

j N
j N

j N
j N

N N Nj
j N

a a a

a a a
L

a a a

 (20) 

21

31

1

0 0
0 0

.

0 0 N

a
a

G

a

 (21) 

 

 
Fig. 2. The block diagram of the distributed secondary frequency control. 

Equation (19) shows that the set 1 1 2 2, ,...,P P PN Nm P m P m P  
can be considered on a communication digraph with 1 1Pm P  as 
the leader node and 2 2Pm P  as the root node. All nodes have 
access to the leader 1 1Pm P  through the matrix G  in (21). 
Since the original digraph  has a spanning tree with 1 1Pm P  
as the root node, at least one of the diagonal terms in G  is 
non-zero. Therefore, exploiting Lemma 2 shows that all 

Pi im P  synchronize to a common value in the steady state 
which satisfies (3), or, equivalently, (4). Additionally, 
according to (18), having all Pi im P  synchronized to a 
common value shows that 1  synchronizes to ref  and 
hence, according to (14), all DG frequencies synchronize to 

ref . This completes the proof.                                              

The block diagram of the secondary frequency control 
based on the distributed cooperative control is shown in Fig. 2. 
As seen in this figure, the control input ni  is written as 

 

.ni iu dt  (22) 

C. Sparse Efficient Communication Topology for Secondary 
Control 
According to Theorem 1, the communication requirements 

for implementing the proposed secondary control are rather 
mild.  Specifically, the communication topology should be a 
graph containing a spanning tree in which the secondary 
control of each DG only requires information about that DG 
and its direct neighbors in the communication graph.  Given 
the physical structure of the microgrid, it is not difficult to 
select a graph with a spanning tree that connects all DGs in an 
optimal fashion. Such optimal connecting graphs can be 
designed using operations research or assignment problem 
solutions [26]-[27]. The optimization criteria can include 
minimal lengths of the communication links, maximal use of 
existing communication links, minimal number of links, and 
so on. For microgrids with a small geographical span, the 
communication network can be implemented by CAN Bus and 
PROFIBUS communication protocols [11], [28]. It should be 
noted that communication links contain an intrinsic delay; 
however, since the time scale of the secondary control is large 
enough, the communication link delays do not affect the 
system performance [11]. 

 
 

226



 
TABLE I 

SPECIFICATIONS OF THE MICROGRID TEST SYSTEM 

DGs 

DG 1 & 2 (45 kVA rating) DG 3 & 4 (34 kVA rating) 
mP 9.4×10-5

 mP 12.5×10-5
 

nQ  1.3×10-3 nQ
 1.5×10-3 

Rc 0.03   Rc 0.03   
Lc 0.35 mH Lc 0.35 mH 
Rf 0.1  Rf 0.1  
Lf 1.35 mH Lf 1.35 mH 
Cf 50 μF Cf 50 μF 

KPV 0.1 KPV 0.05 
KIV 420 KIV 390 
KPC 15 KPC 10.5 
KIC 20000 KIC 16000 

Lines 
Line 1 Line 2 Line 3 

Rl1   Rl2   Rl3   
Ll1 318 μH Ll2 1847 μH Ll3 318 μH 

Loads 

Load 1 Load 2 
PL1 

 (per phase) 
12 kW PL2  

(per phase) 
15.3 kW 

QL1  

(per phase) 
12 kVAr QL2  

(per phase) 
7.6 kVAr 

 

IV. CASE STUDY 

The microgrid shown in Fig. 3a is used to verify the 
effectiveness of the proposed secondary control. This 
microgrid consists of four DGs. The lines between buses are 
modeled as series RL branches. The specifications of the DGs, 
lines, and loads are summarized in Table 1. In this table, 

PVK , IVK , PCK , and ICK  are the parameters of the 
voltage and current controllers in Fig. 1. The voltage and 
current controller parameters are adopted from [22]. The 
simulation results are extracted by modeling the dynamical 
equations of microgrid in Matlab. 

It is assumed that DGs communicate with each other 
through the communication digraph depicted in Fig. 3b. This 
communication topology is chosen based on the geographical 
location of DGs. The associated adjacency matrix of the 
digraph in Fig. 4a is  

 

0 0 0 0
1 0 0 0

.
0 1 0 0
0 0 1 0

 (23) 

DG 1 is the only DG connected to the leader node with the 
pinning gain of 1 1g . The reference value for the microgrid 
angular frequency ref  is set as 314.16 rad/s (The nominal 
frequency of the microgrid is 50 Hz.). The control gain c is set 
to 400. 

It is assumed that the microgrid is islanded form the main 
grid at 0t . Figure 4 shows frequencies and output powers 
of DGs before and after applying the secondary frequency 
control. As seen in Fig. 4a, once the primary control is 
applied, DG operating frequencies all go to a common value 
that is the operating frequency of microgrid. However, the 
secondary frequency control returns the operating frequency  

 
Fig. 3. (a) The microgrid test system; (b) The communication digraph. 

 

Fig. 4. The secondary frequency control with 314.16 rad/sref : (a) DG 

angular frequencies; (b) DG output powers. 

of microgrid to its nominal value after 0.3 s. Figure 4b shows 
that the DG output powers all satisfy (3) and (4), and are set 
according to the power rating of DGs. 

V. CONCLUSION 
The secondary voltage and frequency control of 

microgrids are designed based on the distributed cooperative 
control of multi-agent systems. The microgrid is considered as 
a multi-agent system with DGs as its agents. DGs can 
communicate with each other through a communication 
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network modeled by a digraph. Input-output feedback 
linearization is used to transform the nonlinear dynamics of 
DG to linear dynamics. Feedback linearization converts the 
secondary voltage and frequency controls to first-order 
tracking synchronization problems. The control inputs are 
designed such that each DG only requires its own information 
and the information of its neighbors on the communication 
digraph. The proposed microgrid secondary control requires a 
sparse communication structure with one-way communication 
links and is more reliable than centralized secondary controls. 
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