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LAST WORD 

Cybersecurity for  
the Public Interest

T he Crypto Wars have been raging off 
and on for a quarter century. On one 

side is law enforcement, which wants to be 
able to break encryption to access devices and 
communications of terrorists and criminals. 
On the other is almost every cryptographer 
and computer-security expert, repeatedly 
explaining that there’s no way to provide this 
capability without also weakening the secu-
rity of every user of those devices and com-
munications systems.

It’s an impassioned debate, acrimonious at 
times, but there are real technologies that can 
be brought to bear on the problem: key-escrow 
technologies, code obfuscation technologies, 
and backdoors with different properties. Per-
vasive surveillance capitalism—as practiced by 
the Internet companies that are already spying 
on everyone—matters. So do society’s under-
lying security needs. There is a security ben-
efit to giving access to law enforcement, even 
though it would inevitably and invariably also 
give access to others. However, there is also a 
security benefit of having these systems pro-
tected from all attackers, including law enforce-
ment. These benefits are mutually exclusive. 
Which is more important, and to what degree?

The problem is that few policy makers 
are discussing this policy issue from a tech-
nologically informed perspective, and very 
few technologists truly understand the policy 
contours of the debate. The result is that both 
sides consistently talk past each other and 
policy proposals—which occasionally become 
law— that are technological disasters.

This isn’t sustainable, for either this issue 
or any of the other policy issues surround-
ing Internet security. We need policy mak-
ers who understand technology, but we also 
need cybersecurity technologists who under-
stand—and are involved in—policy. We need 
public-interest technologists.

Let’s pause at that term. The Ford Foun-
dation defines public-interest technologists as 
“technology practitioners who focus on social 
justice, the common good, and/or the public 
interest.” A group of academics recently wrote 
that public-interest technologists are people 
who “study the application of technology 
expertise to advance the public interest, gen-
erate public benefits, or promote the public 
good.” Tim Berners-Lee has called them phil-
osophical engineers. I think of public-interest 
technologists as people who combine their 
technological expertise with a public-interest 
focus: by working on tech policies, by work-
ing on a tech project with a public benefit, or 
by working as a traditional technologist for an 
organization with a public benefit. Maybe it’s 
not the best term—and I know not everyone 
likes it—but it’s a decent umbrella term that 
can encompass all these roles.

We need public-interest technologists in 
policy discussions. We need them on congres-
sional staff, in federal agencies, at nongovern-
mental organizations (NGOs), in academia, 
inside companies, and as part of the press. 
In our field, we need them to get involved 
not only in the Crypto Wars but everywhere 
cybersecurity and policy touch each other: 
the vulnerability equities debate, election 
security, cryptocurrency policy, Internet of 
Things safety and security, big data, algorith-
mic fairness, adversarial machine learning, 
critical infrastructure, and national security. 
When you broaden the definition of Inter-
net security, many other areas fall within the 
intersection of cybersecurity and policy. 
Our particular expertise and way of looking 
at the world are critical for understanding a 
great many technological issues, such as net 
neutrality and the regulation of critical infra-
structure. I wouldn’t want to formulate public 
policy about artificial intelligence and robot-
ics without a security technologist involved.
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a witness that enables the deter­
ministic reproduction of the bug. 
Sanitization, the process of instru­
menting code with additional soft­
ware guards, helps in discovering 
bugs closer to their source. Over­
all, security testing remains chal­
lenging, especially for libraries or 
complex code, such as kernels or 
large software systems. As fuzz­
ers become more domain specific, 
an interesting challenge will be 
to make comparisons across dif­
ferent domains (e.g., comparing a 
grey-box kernel fuzzer for use-after-
free vulnerabilities with a black-box 
protocol fuzzer). Given the sig­
nificant recent improvements in 
fuzzing, exciting new results can be 
expected. Fuzzing will help make 
our systems more secure by find­
ing bugs during the development 
of code before they can cause harm 
during deployment.

Fuzzing is a hot research area 
with researchers striving to improve 
input generation, reduce the impact 
of each execution on performance, 
better detect security violations, 
and push fuzzing to new domains, 
such as kernel fuzzing or hardware 
fuzzing. These efforts bring excite­
ment to the field. 
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P ubl ic- interest  technolog y 
isn’t new. Many organizations are 
working in this area, from older or­
ganizations, such as EFF and EPIC,  
to newer ones, such as Verified 
Voting and Access Now. Many aca­
demic classes and programs com­
bine technology and public policy. 
My cybersecurity policy class at  
the Harvard Kennedy School is 
just one example. Med ia  star t­
ups like The Markup are doing 

technolog y-driven journalism. 
There are even programs and ini­
tiatives related to public-interest 
te c h n o l o g y  i n s i d e  f o r - p r o f i t 
corporations.

This might all seem like a lot, 
but it ’s really not. There aren’t 
enough people doing it, there 
aren’t enough people who know 
it needs to be done, and there 
aren’t enough places to do it. 
We need to build a world where 

there is a viable career path for 
public-interest technologists.

There are many barriers. A report 
titled “A Pivotal Moment” (https://
www.netgainpartnership.org/s/pivot 
almoment.pdf) includes this quote: 

W hile we cite indiv idual 
instances of visionary leader­
ship and successful deploy­
ment of technology skill for 
the public interest, there was 
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a consensus that a stubborn 
cycle of inadequate supply, 
misarticulated demand, and 
an inefficient marketplace 
stymie progress.

That quote underscores the three 
places for intervention. One: the 
supply side. There just isn’t enough 
talent to meet the eventual demand. 
This is especially acute in cyberse­
curity, which has a talent problem 
across the field. Public-interest tech­
nologists are a diverse and multi­
disciplinary group of people. Their 
backgrounds come from technology, 
policy, and law. We also need to fos­
ter diversity within public-interest 
technology; the populations using 
the technology must be represented 
in the groups that shape the tech­
nology. We need a variety of ways 
for people to engage in this sphere: 
ways people can do it on the side 
for a couple of years, between more 
traditional technology jobs, or as 
a full-time rewarding career. We 
need public-interest technology to 
be part of every core computer sci­
ence curriculum, with “clinics” at 
universities, where students can get 
a taste of public-interest work. We 
need technology companies to give 
people sabbaticals to do this work 
and then value what they’ve learned 
and done.

Two: the demand side. This is 
our biggest problem right now: not 
enough organizations understand 
that they need technologists doing 
public-interest work. We need jobs 
to be funded across a wide variety 
of NGOs. We need staff positions 
throughout the government: execu­
tive, legislative, and judiciary. Presi­
dent Obama’s U.S. Digital Service 
should be expanded and replicated; 
so should Code for America. We 
need more press organizations that 
perform this kind of work.

Three: the marketplace. We need 
job boards, conferences, and skills 
exchanges—places where people 

on the supply side can learn about 
demand. Major foundations are 
starting to provide funding in this 
space—the Ford and MacArthur 
Foundations, in particular, but there 
are others as well.

This problem in our field has 
an interesting parallel with the 
field of public-interest law. In the 
1960s, there was no such thing as 
public-interest law. The field was 
deliberately created, funded by 
organizations like the Ford Foun­
dation. They financed legal-aid clin­
ics at universities, so students could 
learn housing law or discrimination, 
or immigration law. They funded  
fellowships at such organizations as 
the ACLU and NAACP. They cre­
ated a world where public-interest 
law is valued, where all the partners 
in major law firms are expected to 
have done some public-interest 
work. Today, when the ACLU ad­
vertises for a staff attorney, paying 
one-third to one-tenth normal sal­
ary, it gets hundreds of applicants. 
Today, 20% of Harvard Law School 
graduates go into public-interest law, 
and the school has soul-searching 
seminars because that percentage 
is so low. Meanwhile, the percent­
age of computer-science graduates 
going into public-interest work is 
basically zero.

This is bigger than computer 
security. Technolog y now per­
meates society in a way it didn’t 
just a couple of decades ago, and 
governments move too slowly 
to take this into account.  That 
means technologists are now rel­
evant to al l  sorts of areas w ith 
which they traditionally had no 
connection: climate change, food 
safety, future of work, public health, 
bioengineering.

More generally, technologists 
need to understand the policy rami­
fications of their work. There’s a per­
vasive myth in Silicon Valley that 
technology is politically neutral. It’s 
not, and I hope most people reading 

this today know that. We built a 
world where programmers felt they 
had an inherent right to code the 
world as they saw f it.  We were 
allowed to do this because, until 
recently, it didn’t matter. Now, too 
many issues are being decided in an 
unregulated capitalist environment 
where significant social costs are too 
often not taken into account.

This is where the core issues of 
society lie. The defining political 
question of the 20th century was 
“What should be governed by the 
state, and what should be governed 
by the market?” This defined the 
difference between East and West 
and the difference between political 
parties within countries. The defin­
ing political question of the first half 
of the 21st century is “How much 
of our lives should be governed by 
technology and under what terms?” 
In the last century, economists drove 
public policy. In this century, it will 
be technologists.

T he future is coming faster than 
our current set of policy tools 

can deal with. The only way to fix 
this is to develop a new set of pol­
icy tools with the help of technolo­
gists. We need to be in all aspects 
of public-interest work, from in­
forming policy to creating tools 
for building the future. The world 
needs our help. 
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