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Abstract 

Seismic attributes are information extracted from seismic data and constitute 
important tools to estimate the geological structure of a place, helping the 
understanding of the subsurface and reducing the uncertainties on interpretations. 
This comprehension is crucial to tasks such as lithology prediction and reservoir 
characterization. Seismic attributes are generated by transforming data from a 
seismic line (two dimensional data) or a seismic volume (three dimensional 
data). This work presents a study of clustering algorithms to these attributes and 
the techniques employed follow two distinct approaches: a self organizing map 
to perform crisp clustering and fuzzy c-means to perform partial clustering. The 
evaluations of the partitions are performed with the PBM index which indicates 
the best number of groups. Data from a Brazilian oil field is used to test the 
algorithms. 
Keywords: clustering, neural networks, fuzzy sets, cluster validity. 

1 Introduction 

In oil industry, the decision making of exploration and exploitation processes 
involves dealing with geological, geophysical and geochemical data. The 
evolution of computer hardware technology and the development of data base 
management systems (DBMS) allow the data to processed and stored in very 
huge databases. This fact represents a great opportunity for a company to record 
all data from its operations. However, it makes the analysis and understanding of 
such data difficult. Thus, Data Mining techniques may help the experts on their 
task by automatically discovering useful information from these huge volumes of 
data. Examples of activities that can be improved by the use of these techniques 

Data Mining VII: Data, Text and Web Mining and their Business Applications  63

 © 2006 WIT PressVol 37, WIT Transactions on Information and Communication Technologies,
 www.witpress.com, ISSN 1743-3517 (on-line) 
doi:10.2495/DATA060071

COPPE/Federal University of Rio de Janeiro, Brazil 

Cluster analysis of 3D seismic data for                           



are reservoir characterization, prediction and classification of rock porosity, 
optimal placement of wells and detection of oil spills [1]. 
     In this work, two well known clustering techniques are employed on 3D 
seismic data. It was expected that the clusters may help geologists to identify 
different lithologies on the region studied. The quality of the groups formed is 
assessed using a cluster validation index called PBM [2]. The clustering 
algorithms are fuzzy c-means [3] and a neural network approach known as self-
organizing map [4]. The dataset was obtained from Namorado oil field in Brazil. 
     This paper is organized as follows: the next section presents the clustering 
methods used in the application. Section 3 describes the PBM index, used to 
validate the results generated by the clustering methods and section 4 presents 
details about the data base and how it was treated. Section 5 shows the results 
obtained and, in last section, some concluding remarks and suggestions of future 
research are done. 

2 Clustering methods 

Clustering is one of the most usual tasks in the process of data mining, helping 
the discovery and identification of distributions and patterns of interest. It aims 
to organize a data set into groups of similar elements by detecting implicit 
relationships between attributes recorded on data [5]. 
     The algorithms studied on this work perform partitioning clustering. This 
kind of clustering splits a data set into a pre-defined amount of groups or 
partitions. From an initial partition, such techniques search for the best possible 
splitting until some stopping criteria is reached. A good partitioning must yields 
groups very different among themselves as well as formed by similar objects. 
     Following, the algorithms here studied are presented. 

2.1 Fuzzy c-means 

On classic partitioning, a data set },...,,{ 21 nxxxX =  with n objects p
i R∈x  

must be allocated into K groups such that each object belongs to only one group. 
In other words, given KGGG ,...,, 21  groups, it is verified that ∅≠iG  and 

∅=∩ ji GG  for every Kji ,...,1, = , ji ≠ . The partition matrix U(X) presents 

the result, such that each element has 1=iju  if ji G∈x  and  0=iju  otherwise. 
     In fuzzy clustering algorithms, an object can be assigned to different groups 
with partial membership grades [ ]1,0∈iju . Fuzzy c-means splits a data set into K 
groups and assigns a membership grades for all objects by optimizing the 
following objective function: 
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in which the fuzzifier m is a real value greater than 1, iju  is the membership 

grade of object ix  to group jG , and jw  is the center of jG . 
     As the optimization process continues, the membership grades and the centers 
of groups are updated by the following expressions: 
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     When no more changes occur on partition matrix, the algorithm is stopped. 

2.2 SOM neural networks 

Artificial neural networks are computing models characterized by systems that 
remind (in some level) the human brain structure. Self-organizing maps (SOM) 
is a network model which main characteristic is the neighborhood concept; that 
is, the network learns to recognize neighbor sections in the training data as well 
as the topology of the training set [4]. 
     Neurons in the SOM’s competition layer are originally arranged in fixed 
positions according to a topology function. It is possible to arrange the neurons 
topology into rectangular or hexagonal shapes. This network employs 
competitive learning and the closest neuron to the input data is the output unit. 
All the neurons from a certain neighborhood of this winner neuron are updated 
by Kohonen’s rule and the value of radius determines the neighborhood space. 
     The neural network determines the winner neuron by 

     { }minw jj
− = −X G X G ,   or   { }arg min jj

= −w X G .           (4) 

in which  X  is the input data vector, jG  is the synapses vector and  w  is the 
index of the winner neuron. The synapses of the winner neuron are adjusted by 
means of a linear combination between the preceding and the current weight: 

     )]()()[()()1( ttthtt jwjjj GXGG −+=+             (5) 

in which t is the discrete-time coordinate and )(thwj  is the neighborhood 
kernel. Usually this kernel is calculated as 

     ),()( trrhth jwwj −=             (6) 

where wr  and jr  are the radius of the neuron  w  and  j, respectively. 
     The last expression reflects the general definition of a neighborhood kernel. 
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In this work, it was used the concept of bubble neighborhood, defined by 
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in which )t(α is a monotonically decreasing function of time )1)(0( << tα . 
In SOM networks, the number of groups is determined by the network size. 

In this study, to permit the comparison of the results with the fuzzy c-means 
clustering, the first SOM layer was formed by only one neuron and the second 
SOM layer has the number of groups it is applied to. 

3 Cluster validation index 

One of the greatest difficulties of applying a partitioning algorithm is to set the 
amount of groups and frequently no one knows the correct value with 
antecedence. Thus, the clustering algorithm is executed with diverse values of 
groups and the best one can be identified by cluster validation indexes. As 
mentioned before, a good clustering result exhibits compact and separated 
groups and these indexes evaluate the groupings based on these features. The 
measure used here is PBM index: 
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in which  K  is the number of clusters, EK is the sum of intra-cluster distances, E1  
is the sum of distances of all points to the center of data, and  DK  is the 
maximum of within-cluster distances. They are given by the following 
expressions: 
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    On these formulas, iju   is degree of membership of object  xi  to group jG  

with center jw  and  d  is the distance function. The greater is the index value the 
best is the partition. 

4 Seismic data and experiments performed 

In order to recognize and classify reservoir characteristics, geoscientists analyze 
the variability in seismic reflections [6]. This activity demands a professional 
able to identify subtle waveform characteristics and tools to measuring these 
characteristics are given by seismic attributes. So these attributes are important 
in reservoir characterization [7] and the correct use of them depends on the 
experience of a geoscientist, that is, his understanding and interpretation of their 
behavior. 
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     The 3D seismic data used in this work are from Namorado oil field at 
Campos basin in Brazil. The seismic attributes used on this research were created 
using OpendTect software (www.opendtect.org), which is able to generate and 
visualize them. The attributes used are amplitude, cosine phase and Hilbert 
transformation. A dataset with over 223000 records was created using these 
ones. 
     Both clustering algorithms were run from 2 to 10 partitions in order to 
identify the best number of groups. As they are randomly initiated (centers 
coordinates and memberships grades), each one was performed 10 times to 
obtain the mean results. Table 1 shows the algorithms settings. 
     Therefore the data set was approached by one setting of fuzzy c-means and 
two of SOM network, with rectangular or hexagonal topology. 

Table 1:  The settings of algorithms. 

Parameter Value 
  
Fuzzy c-means  

fuzzifier 1.5 
error tolerance 0.1 

SOM  
neurons on first layer 1 

neurons on second layer from 2 to 10 
epochs 106 

learning rate 0.1 
radius 0 

neighborhood function Bubble 
topology rectangular or hexagonal 

  

Table 2:  Centers coordinates of groups. 

Coordinates 
Amplitude Cosine phase Hilbert 

transform. Algorithm 

G1 G2 G3 G1 G2 G3 G1 G2 G3 
  
Fuzzy c-means .476 .476 .476 .895 .497 .103 .171 .165 .167 
SOM rectangular .476 .472 .476 .890 .502 .109 .177 .173 .171 
SOM hexagonal .476 .472 .476 .890 .502 .109 .177 .173 .171 
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5 Results  

Figures 1-3 shows the PBM index variations with the number of groups for the 
three experiments. As it can be noticed, both clustering algorithms found three 
groups as the best value for partition the data, which suggests that it is the correct 
one. Moreover, almost all the values of PBM index were very similar, indicating 
that the groups formed on this data by fuzzy c-means and SOM networks have 
comparable quality. Table 2 shows the mean values (after normalization) of the 
centers coordinates of the three groups for each experiment and it can be seen 
that they are almost the same. 
     Figure 4 shows a clustering result visualized in OpendTect software and it can 
be seen three groups (black, white and gray). 
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Figure 1: Results from fuzzy c-means. 
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Figure 2: Results from SOM with rectangular topology. 
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Figure 3: Results from SOM with hexagonal topology. 

 

Figure 4: Visualization of a clustering result. 

6 Conclusions 

This study aimed to show that clustering seismic data may help geologists 
understand the lithologies of the subsurface. It was generated a dataset with 
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thousands records and three relevant seismic attributes and was possible to see 
that both clustering algorithms, self-organizing maps and fuzzy c-means, 
achieved very similar partitioning – the same number of groups with centers 
almost coincident. In order to verify the quality of a partitioning, it was 
employed the PBM cluster validation index. 
     Future works should consider the generation and use of other seismic 
attributes and the presentation of the results to a specialist to qualify them. Other 
clustering techniques specific to signal processing will be used too. 
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