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Abstract— Currently, the use of sensor networks in different field, such as environmental surveillance, health care, precision 
agriculture, traffic monitoring, etc....  is in high increase. Each wireless sensor network application developed gives birth to 
new challenges such as the transfer of a large amount of data over networks, the supported data formats, the measurement 
procedures and the heterogeneity between the different devices used. Most of Internet of Things solutions are developed in a 
vertical way containing the entire process, from data collection and transmission to processing and analyzing. However, the 
monopoly of these solutions by some companies prevents developers from reusing these solutions and creating others while 
combining them, due to the incompatibility of the data sources and the heterogeneity between the different devices. Hence, the 
need of developing a middleware as an intermediate software layer between the sensor hardware and the sensor network 
applications. In this paper, we study the existing middleware approaches for wireless sensor networks and we concluded with 
future research directions in the domain area to achieve the requirements of emerging applications of wireless sensor networks. 
 
Index Terms— Data format, Heterogeneity, Middleware, Smart Gateway, WSN application. 
 
I. INTRODUCTION 
 
The presence of sensors in several mobile devices as 
well as the evolution and deployment of wireless 
sensor networks (WSN) in several fields mean that 
each person or organization now has many sensors, 
often heterogeneous. Built on different configurations 
and modes of operation, these sensors are not meant to 
communicate with each other and generate large 
amounts of data with different formats. The Wireless 
World Research Forum predicts that by 2017, there 
will be 7 trillion wireless devices serving 7 billion 
people [1] (i.e., 1000 devices/person). This ultra large 
number of connected things or devices will form the 
Internet of Things [2]. 
The ability to manage and process this data is a real 
need faced with many limitations and problems. This 
encourages researchers and manufacturers to offer 
hardware, software or architectural solutions, in order 
to efficiently exploit the capabilities of the current 
communication technologies and provide more 
flexible, reconfigurable and efficient sensor networks. 
Besides the data management, the proposed solution 
should provide data compatibility, bandwidth 
management, ensure connectivity and solve security 
problems [1], [3]. Therefore, there is a need for an 
intermediate software layer between the WSN 
hardware and its applications called "middleware". 
The middleware is required to fully meet the design 
and execution challenges of the WSN [4]-[6].  
This paper presents the main challenges for designing 
WSN middleware, describes a review of existing 
middleware approaches, and their main features, and 
then provides a comparison among them. The present 
paper provides another perspective to the architecture 
of the middleware that will be our future work. It is 
structured as follows. In section 2 we define WSN 

middleware, their classifications and different 
challenges in this area. Then the related work is 
presented in section 3. Finally and before concluding a 
service oriented middleware architecture proposal and 
our future work is outlined. 
 
II. WSN MIDDLEWARE DESIGN 
 

A. WSN Middleware Problem 
In heterogeneous WSN, sensor nodes have different 
characteristics, like different processing power, 
amount of memory and available energy [3], [6]. In 
order to meet the needs of their customers, and to 
develop their infrastructure to benefit from the 
technological advances in the field of WSN, most of 
independent administrations and companies deploy 
their own monitoring infrastructure and software 
architecture. The heterogeneous sensor nodes in 
WSNs can impact the entire network’s capability. In 
the case of a mismatch in data formats and structure 
exchange between nodes, the system should provide a 
mechanism for heterogeneous nodes to handle 
mismatch data, since all nodes communicate only with 
nodes of a similar data structure and exchange data 
formats model. The mismatching of communication 
types exists due to the implantation of different 
formats of data [7]. 
 
Figure 1 illustrates some WSN applications designed 
for healthcare, road traffic monitoring and 
environmental monitoring and as demonstrated, the 
sensed information coming from heterogeneous 
sensors is only reachable through specific application 
services via the company solution. Gathering such 
information from heterogeneous devices and sharing 
its can be very strategic offering advanced services, 
but processing them can be very complex.
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Figure1. Architecture design of WSN applications. 
 
Therefore, the features provided by computing and 
communication hardware require to be matched by an 
appropriate software layer in the wireless sensor 
network system called middleware. This should 
enable programmers to easily and efficiently exploit 
the capabilities of the underlying hardware and other 
opportunities provided by the current communication 
technologies [4]. 
Middleware refers usually to software that sits on top 
of the operating systems and network protocols and 
below the application level. It solves problems of 
incompatibility and heterogeneity of hardware and 
networks connectivity. Its main functions at the WSN 
level are to ensure and facilitate the development, 
maintenance, execution and deployment of 
sensor-based applications [4], [8]. Based on [3], the 
proposed middleware should provide : (i) appropriate 
system abstractions, so that the application developer 
can focus on the application logic without having to 
deal with the lower level implementation details, (ii) 
standard and reusable services for several 
applications, so that developers can deploy and 
execute the application without worrying about 
complex, error-prone and tedious functions, (iii) 
runtime environment able to manage the execution of 
multiple applications, (iv) mechanisms for network 
infrastructure management and adaptation to allow the  
 

 
efficient use of WSN resources. It should also support   
interoperability   with   external  networks, as  the  
Internet, or enterprise systems. 
B. Middleware designing challenges 
Generally, the middleware performs the role of a 
translator that fills up the gap between the high level 
requirements of different applications running on 
wireless sensor networks and the complexity of 
different operations in the underlying sensor node 
hardware [4]. Figure 2 represents a logical architecture 
of a middleware within a WSN, on the one hand, on 
the sensor side, the middleware needs to deal with 
many challenges related to WSN characteristics and 
on the other hand, on the end user side, it should deal 
with the applications characteristics. Designing WSN 
middleware needs to meet several challenges [6]-[8]: 
 Managing limited battery power and resources: 

With smaller and more compact sensors, the 
available battery power is always limited, 
middleware designed for this kind of nodes should 
provide a suitable mechanism for the use of limited 
memory and ensure efficient power consumption. 

 Scalability, mobility and dynamic network 
topology: Middleware designed should be capable 
to maintain the required performance while the 
network environment is growing up. Scalability is 
challenged when any change occurs on large-scale 
networks. 



A Middleware Based Service Oriented Approach For Wireless Sensor Network 

Proceedings of 123rd The IIER International Conference, Barcelona, Spain, 24th-25th September 2017 

4 

 
Figure 2. Logical architecture of a middleware 

 
 Heterogeneity: The heterogeneity among the 

hardware, communication devices and 
configuration operations, have to be granted for the 
middleware. 

 Real world integration: Middleware designed 
should provide real time services to be adapted to 
the eventual changes and data up to date. 

 Data Aggregation: The aggregation of data within 
the network ensures that redundant data is not 
generated in the memory, saving costs through 
memory usage and energy through processing 
time, permitting to reduce the volume of data to 
transmit over the network. 

 Application knowledge: The middleware must 
include mechanisms for injecting application 
knowledge of WSN infrastructure. This allows 
developers to map application communication 
requirements to network parameters which enable 
them to fine tune the network monitoring process.  

 Quality of Service (QoS): The quality of service is 
important on the application level as well as on the 
network level. It is important for the WSN to 
support QoS since it defines the accuracy of data, 
coverage and tolerance.  

 Security: The integration of security parameters in 
the system’s design is necessary to achieve 
protection, since the collected information 
transmitted over the networks can be easily hacked 
by malicious intrusions and internet attacks. 

 Fault tolerance: The integration of recovery 
methods in the system is necessary for enabling 
failure-resistant networks. 

 
III. RELATED WORK 
 
C. Classical WSN Middleware approaches 

Based on [6], WSN middleware approaches can be 
classified into two main groups, based on how they 

work: those that run only inside the wireless sensor 
network (classical approaches) and those that integrate 
and process sensor data but work only outside the 
WSN. There are many proposals of middleware inside 
WSNs, with different architecture approaches such as 
database abstractions, mobile agents, virtual machines 
and application-driven and message-oriented 
middleware illustrated in Figure 3. Based on [1], [6] 
and [7] WSN middleware approaches on the inside are 
classified as follows: 

 
Figure 3. Classical WSN Middleware architectures 

 
1) Database approaches (TinyDB [9], Cougar [10], 

SINA [11] and DsWare [12]) treat the sensor 
network as a virtual database, queried through an 
SQL-like language. They view the whole network 
as a virtual database system and provide an 
easy-to- use interface that lets the user issue 
queries to the sensor network to extract the data of 
interest but they do not support heterogeneity.  
For instance, TinyDB only supports TinyOS and a 
single TinyOS network. This approach is good for 
regular queries, but does not support rendering 
data in real-time, it only provides approximate 
results [6], [8]. 
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2) Modular Approach / mobile agent: The key to this 
approach is that applications are modular, and each 
module can be distributed through the network 
(mobile code). Transmitting small modules and 
providing simple and light updates, consumes 
considerably less energy than a whole application. 
It uses either the mobile agents or the codes that are 
injected directly into the WSN to collect the data. 
The mobile agent concept for sensor networks has 
been explored extensively in various approaches 
such as: Agila [13], Impala [14], SensorWare [15], 
COMiS [16], ScatterWeb [17], RUNES [18], 
MiSense [19], EMMON [20] and TeenyLIME 
[21]. The TeenyLIME approach also called Tuple 
space approach is a new middleware for sensor 
networks based on the tuple space model. It allows 
applications to add and view data in a common 
space of tuples using the 'in' and 'out' operators. 
The agent-based approach provides efficient 
mechanisms for network updates, in order to 
support dynamic applications. However, the nature 
of its code does not allow hardware heterogeneity 
[6].  
 

3) The Virtual Machine Approach is flexible and 
contains virtual machines (VMs), and similar to 
the mobile agent concept, where arbitrary code can 
be run, virtual machine middleware is more 
general because it does not associate code updates 
with specific structure. But, since virtual machine 
execution involves code interpretation, there is a 
significant runtime overhead cost compared to 
native binary code.  

Virtual machine approaches such as Maté [22], 
SwissQM [23] and Squawk [24] provide a flexible 
programming paradigm. They allow the 
development of distributed algorithms and hide the 
heterogeneity of the runtime environments and the 
hardware resources. However, the virtual machine 
approaches add a considerable code size and 
performance overhead, and applications need to be 
programmed in detail.  

 
4) Message-oriented / Event based approach: When 

designing real-time systems, the time-triggered 
approach is expensive in the case where the 
expected rate of primitive event occurrence is low. 
An alternative is to use an event-triggered 
approach, where the execution is driven by the 
events. Messages that circulate through the 
middleware are asynchronous and the 
communication is based on the paradigm publish / 
subscribe.  
Event-driven communication is an asynchronous 
paradigm that decouples senders and receivers. 
This paradigm is based on publisher events (sensor 
node) and subscriber events (the sink node) [6]. To 
explore this concept, many approaches have been 
developed such as Mires [25], ATaG [26], 
TinySOA [27] and USEME [28]. 

5) Application driven approach: This middleware 
allows the application to identify their QoS 
requirements then can modify the network 
according to application needs. Thus, the 
application manages the network while giving the 
quality of the service an extreme priority. The 
Middleware Linking Application and Network 
(MiLAN) is one of the examples of the application 
driven [29]. This approach does not support the 
heterogeneity of sensors hardware [6], [7]. 

Comparative study of different wsn middleware 
approaches was presented in [3], [4] and [6]-[8] that 
describes the advantages and limitations of each 
approach. In our case we focus on the heterogeneity 
constraint. Many of those approaches were developed 
for specific platforms. They do not offer heterogeneity 
support and interoperability between heterogeneous 
parts of the network. Consequently, developing and 
deploying end-to-end applications for sensor networks 
remains highly complex [6]. 
D. WSN Middleware Approaches outside the network 
1) Internet-Based Integration of Sensor Data: 

Traditionally, sensor networks are not IP based. 
Their integration into IP-based WAN 
infrastructures requires the deployment of proxies 
at the edge of both networking domains that 
transform between non-IP communication in the 
sensor network and IP communication in the 
Internet. For this problem a generic approach to 
connect all the devices has to be developed. 
Several research projects were developed such as:  
GSN [30], Borealis [31], IrisNet [32], Hourglass 
[33], HiFi [34], SStreaMWare [35], EdgeServers 
[36], ESP framework [37]. These middleware were 
developed to integrate sensor data into the Internet. 
Consequently, they are only focused on wrapping 
data coming from sensor sources for sharing and 
processing over the Internet. Those works provide 
heterogeneity out of WSN [6]. 
 

2) IP-Based Homogeneous Middleware: There have 
been several efforts to implement the Internet 
protocol stack on small constrained devices. The 
6LoWPAN [38] ports the IPv6 protocol to small 
devices. This enables running services on the 
application layer directly on sensor nodes, which 
enables the integration of a Service-Oriented 
Architecture (SOA) into the design of WSN 
middleware [6]. 

E. The Service oriented middleware 
The Service oriented middleware (SOM) architecture 
is the best platform to develop WSN applications to 
address hardware challenges such as QoS, security, 
and heterogeneity [7]. It’s one of the most recent 
approaches that provide high flexibility for adding 
new and advanced functions to WSN middleware. 
SOM logically views the WSN as a service provider 
for consumer applications. The adoption of service 
oriented approach provides WSN users with a unified 
protocol to access and communicate with the WSN 
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components and developers with a flexible 
programming model to build efficient and scalable 
WSN systems [3].  

 

Table 1 shows some WSN middleware based SOA 
approach with their different advantages and 
limitations. Some approaches do not provide any 
mechanisms that are independent of the middleware. 
instead, they depend on particular operating systems. 

Table 1. Comparative of WSN middleware based SOA approach

The ESOA framework is built on LiteOS while 
MiSense is built over TinyOS. The support for 
heterogeneous multi-service composition highlights 
the enhancement of service interworking and 
provisioning to end-users, enabling service 
orchestration, and discovery at the middleware level. 
However, these mechanisms are only provided in 
OASIS, and ESOA approaches. On the other hand, the 
security mechanisms have been taken into account 
through different SOM architectures approaches like 
SOMM, ESOA, and SAWM. Data or service 
aggregation is supported in approaches like OASiS, 
MiSense, SensorsMW, and ESOA. However, most of 
these approaches do not provide specific 
implementation and mechanism details [7]. The SOM 
architectures for WSNs should provide different 

functionalities that support the system. However, most 
of the studies on SOM architectures approaches do not 
provide all functionalities, including: Interoperability 
heterogeneity, scalability, discovery, security, massive 
data support and QoS support. 
 
The most disseminated technology for service 
implementation is Web Services technology. Web 
service technology is often used to connect and access 
sensors and actuators through the Internet. Two 
standards in this area have emerged; the 
Representational State Transfer (REST)-based 
approach and Simple Object Access Protocol (SOAP) 
based web services. Rest utilizes the common 
Hypertext Transfer Protocol (HTTP) methods (get, 
post) to transfer data, and SOAP uses messages to 
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communicate between services. The structure of the 
messages and the way to handle those are predefined in 
the web service specification. SOAP is less flexible 
than REST.  
 
Recently, a REST-based web transfer protocol was 
developed called Constrained Application Protocol 
(CoAP) [48]. CoAP includes the HTTP functionalities 
which have been re-designed taking into account the 
low processing power and energy consumption 
constraints of small embedded devices. Since the Web 
services technology uses XML as the encoding system, 
data is easily exchanged between computing systems 
with incompatible architectures and incompatible data 
formats. Another lightweight protocol that shows 
efficiency instead of XML format is called JavaScript 
Object Notation (JSON) [7].  
 
Web Service Definition Language (WSDL) 
completely describes the Web service interface, while 
SOAP completely describes parameters, data types and 
exceptions included in a message being exchanged 
between Web services [3]. These works assume that 
sensor nodes are powerful enough to run a ߤ IP 
protocol. Depending on the hardware platform, nodes 
may not have enough resources to support the 
overhead introduced by the IP protocol stack. IPv6, 
REST and CoAP are important advances in WSN. 
They provide an infrastructure, but without further 
software, operations and interactions between nodes 
must still be hand-programmed [6].  
 
IV. MIDDLEWARE ARCHITECTURE 
PROPOSAL 
 
As presented above, the presence of several 
heterogeneous sensor nodes in disparate networks 
generates a huge amount of data with different formats. 
Heterogeneity makes providing a common data 
management system a challenging task as it should be 
flexible and configurable. Besides, these solutions are 
mostly deployed for specific application; it requires a 
specific data format, which avoids programmers to 
reuse them. Moreover, collecting and processing data 
into a WSN should meet this heterogeneity and must 
be externally to the network. So, it takes advantage of 
other resource capabilities. 
 
With the emergence of new programming trends, 
techniques such as web services, semantic web, linked 
data and cloud computing have been adopted to 
improve software programming. In our future work 
illustrated on Figure 4, we focus on the development of 
Distributed Context-Aware Sensor Service Bus. 
 
The sensor platform should be future proof by adding 
reconfigurability, modularity, extensibility, and 
integration ability, allowing a whole set of parameters 
to be measured and allowing collaboration with other 

data sources on the Web. It will be IP based and 
sensors will play the role of native web servers via 
HTTP or CoAP or they will be linked to a gateway that 
exposes their data on the Web. Common data formats 
such as XML and JSON will be applied in order to 
facilitate the interoperability in the global network and 
to avoid vendor lock-in. 
 
The sensor/actuator node will contain a local-context 
processing engine, such that local sensor-data can be 
processed and interpreted while taking local-context 
information into account. This context awareness will 
help to detect tampering attempts and causes of failure 
and contribute to the robustness by improving the 
failure and tampering resilience of the network. It can 
also assist in starting an appropriate reconfiguration 
mechanism. 
 
Using metadata and semantic annotations to describe 
sensor data, data coming from other sources like the 
(social) web and in general physical world resources 
on a scalable heterogeneous platform, will help to 
understand the connection between the descriptions in 
the model and the data stream operations such as 
discovery, indexing and querying from applications, 
services or systems using these data. The device 
discovery requires the ontology to represent sensor 
types, models, methods of operation and metrological 
definitions such as accuracy, precision measurement 
range like for allowing sensor capabilities to be defined 
relative to prevailing conditions. 
 
Finally, appropriate security mechanisms will allow 
secure remote reconfiguration of the node, to transmit 
and store encrypted and authenticated data on the node. 
Also local access control mechanisms will be 
identified on the node itself in order to get immediate 
secure access to it.  
 
CONCLUSION 
 
Nowadays sensor networks have found its application 
in nearly every field, such as, home automation, 
industrial automation, medical aids, mobile healthcare, 
elderly assistance, intelligent energy management and 
smart grids, automotive, traffic management, and 
many others. In order to integrate heterogeneous 
computing and communication devices, and support 
interoperability within the diverse applications and 
services, it's obligatory to develop middleware that 
can manage and process this great amount of data. 
 
In this paper, we have discussed the main challenges of 
designing a WSN middleware. We surveyed the 
existing approaches and some examples of each 
approach and a comparative study is presented. 
Finally, we presented a new direction of research 
which is the development of  
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Figure 4. The SOM architecture proposa 

 
distributed Context-Aware Sensor Service Bus and 
Application Specific Ontologies to meet the 
requirements of emerging applications. We will focus 
on the basic building blocks required to implement the 
proposed model, this will be realized by developing 
two elements. The first one which we are working on, 
is a set of reconfigurable smart gateway interconnected 
with a local context processor. The second is a set of 
application specific ontology servers. The result of this 
work will be published as an article. 
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