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Abstract

The behavior of an asynchronous reactive system can be described by its set
of action traces. In this paper, we investigate which properties a trace set
fulfills describing a reactive system where input and output actions are
distinguished. These properties reflect the fact that, for such a system, input
actions can always occur. The required properties are discussed in the light of
safety and liveness concepts and related to the concept of 1/0-automata.
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1. Introduction

Throughout this paper we use the term reactive system in the following sense (see [Harel,
Pnueli 85]): areactive system is an open system that is a system connected in some way to its
environment that successively reacts to input stimuli issued by its environment. Accordingly a
reactive system and its environment together form a closed system.

Numerous formal models representing the behavior of reactive systems have been
proposed in computing science. Many of these proposals are based on the concept of traces,
which are finite and infinite sequences of actions. When the interface of areactive system s
described, only those actions of the system and its environment are considered that may have
some impact on the others behavior.

In the following we assume that al interface actions are uniquely classified as input or
output actions. Input actions are performed by the environment. They are observed by the
reactive system and influence its reactions. Vice versa, output actions are performed by the
system and observed by the environment. Fig. 1 illustrates this view.

environment

input actions * * output actions

reactive system

Fig. 1 Schematic representation of a reactive system

For a behavioral description of systems it is often useful to distinguish between safety and
liveness properties. Safety properties refer to characteristics that are reflected by partial, finite
observations, whereas liveness properties refer to characteristics of complete, possibly infinite
observations. Infinite traces are mandatory to model liveness properties of reactive systems (cf.
[Dill 89)).

The distinction between pure input and pure output actions imposes some requirements on
trace sets that describe interfaces. Clearly, distinguishing between input and output actions and
assuming asynchronous interaction implies that input actions are always enabled. This hasto be
reflected by the respective trace sets. Asynchronous reactive systems with | being the set of
input actions and O being the set of output actions are called 1/0-systems in the sequel.
Informally speaking, in an 1/O-system input actions are always enabled and therefore may
always occur (at every position of atrace). Moreover, it should be possible for an I/O-system to
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generate a correct trace no matter how the environment behaves, meaning independent of which
patterns of input actions it chooses. Hence we assume that

() anl/O-system cannot influence which input actions occur and when,

(i) at each point in a computation history (represented by afinite trace) an I/O-system does
select its next output action based only on the information contained in the finite trace of
input and output actions that occurred so far. Nevertheless, this selection may be done
nondeterministically.

Assumption (ii) establishes alink to state machines or automata: if we understand a state as a
representation of the relevant information about the finite computation history executed so far,
then assumption (ii) is equivalent to the assumption that the respective trace is generated by a
state machine. A trace set is called realizable by an 1/0O-system, if there is a system whose
behavior (modeled in terms of input-output traces) corresponds to that trace set. In the
following we characterize trace sets of reactive systems by referring to the above requirements
() and (ii) only, without the introduction of an operational model (and not taking into account
classical questions of computability either).

The paper is organized as follows: In section 2.1 we discuss different characterizations
for realizable trace sets and gradually come to stronger criteria leading to a hierarchy of
characterizations.

The notion of a strategy (for a given trace set) introduced in section 2.2 turns out to be
central. We call atrace set strategic, if all its traces can be achieved using a strategy. Strategic
sets have all the desired properties, thus we claim that strategies are an appropriate
characterization of realizable sets.

Jonsson (cf. [Jonsson 85], [Jonsson 87]) and Lynch and Stark (cf. [Lynch, Stark 89])
suggest 1/0-automata to characterize trace sets. |/0O-automata are (possibly infinite) automata
with transitions corresponding to input and output actions. With an 1/O-automaton we associate
the set of its accepted traces. In section 3 we analyze 1/O-automata with respect to our notion
of realizability and assess their appropriateness.

In section 4 we modify the notion of an I/O-automaton as well as the notion of a strategy.
It is shown that the set of traces accepted by |/O-automata with weak fairness coincide with the
trace sets generated by refined strategies. The proofs of various theorems are delegated to an
appendix.

Our approach isrelated to that of [Lamport, Abadi 90]. There also strategies are considered
as the key concept to realizability. The differences of their approach to our approach are as
follows: first, we investigate why strategies are meaningful and how they capture the essentials
stated above. Second, we do not aim at (trace) specifications for reactive systems (part of which
may be realized) but at complete descriptions of the system behavior. Composition of
descriptionsis not considered either. However, for those interested in this question we refer to
[Broy 93]. Third, we compare strategies with other notions proposed to capture the idea of
reactive systems. Technically in contrast to Lamport's and Abadi's approach, our method is
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based on actions and not on states. This difference, however, is not very significant, since there
isaduality between state based descriptions and action trace based descriptions.

2. Descriptive and Operational Characterizations of Trace
Sets

We already pointed out that a classification of actions into input and output actions introduces
some "asymmetry" and "directedness’ in the behavior descriptions of asynchronous reactive
systems. Thisisreflected by a number of fundamental properties that can be observed for trace
sets of 1/0O-systems. We start with "weak" straightforward properties and end up with useful
characterizations of properties fulfilled by trace sets associated with 1/0-systems. First, some
basic notions will be introduced.

Throughout this paper we consider the two digjoint sets | and O of input and output
actions, respectively. Let A bethe set of all actions:

A=¢!I10O

A trace of areactive system is afinite or infinite sequence of actions. The set of all tracesis
denoted by A,

A® =g A* 0 A®

Here, A* standsfor thefiniteand A*® for theinfinite traces. Given ad A by <& we denote the
one element sequence. A trace set is a subset of A®. We now introduce some common
operations on traces. Let s, t [0 A®; the concatenation of s and t isdenoted by st. If s is
infinite, then sS't=s. Wewrite sct if s isaprefix of t:

SEt =g OrJA®:ST=t.

The empty trace € istheleast element of the set of traces A® with respect to the prefix order.
A set of traces {¢i O A® | i ON} iscalledachain,if ¢ E cj+1 holdsfor al i. The least
upper bound of achain C aways exists and is denoted by | |C. Hence, A® isacomplete
partially ordered set. The length of atrace s isdenoted by #s; it iseither anatural number or
oo, if s isinfinite. For agiven subset B [0 A, wewrite BOs for the trace obtained from s
by deleting all actionswhich arenotin B. Formally:

BOe =g,

BO©d's = aBOs if addB,
BO©d's = BOs if adB.

The interface (also called black box behavior) of an asynchronous reactive system can be
modeled by atrace set T [ A®where A is the set of input or output actions at the interface.
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Every element t O T iscalled acomplete trace of the system. Every finitetrace s A* which
isaprefix of sometrace t O T iscalled apartial trace (for T). By | T we denote the set of
partia tracesfor T. The set of partial traces reflects all safety properties represented by T.

When decomposing a distributed system into afamily of interacting components, we may
distinguish the concept of synchronous interaction and that of asynchronous interaction. In
synchronous interactions both the sender and the receiver must be ready for acommunication to
take place. Certain actions are carried out as shared actions of at least two components such as
the reactive system and its environment. In asynchronous systems every action is carried out
exclusively by one of the components, no matter whether or not a partner is ready for
communication. Under the assumption of asynchrony we obtain only trace sets with particular
properties.

2.1 Descriptive Characterizations

First we capture some aspects of 1/0-systems by giving descriptive (i.e., hon-operational)
characterizations. We will use the notions "trace set" and "system” interchangeably, but of
course we always mean "a system behavior described by atrace set" or "atrace set modeling
the behavior of a system".

a) Local Safety and Liveness

As pointed out above we assume that an 1/0-system does not restrict the selection of input
actions. At any time (i.e. after every partial trace), the system must accept arbitrary input
actions, and furthermore it must be able to complete every partial trace on its own, i.e., with
output actions only: This property of the traces of I/O-systems is called local safety, input
enabledness and autonomous liveness.

Definition 2.1 (local safety, input enabledness and autonomous liveness):

Local-S(T) «¢f €01 T O
Or T: (QiOEADIT) OEsO00Y: r'sOT) O

At first glance one might expect that this characterisation already captures all necessary
properties required for trace sets of I/O-systems. A locally safe, input enabled and
autonomously live system is perfectly able to react to finite input. However, nothing is said
about the proper handling of infinite input. In fact, such a system need not even accept infinitely
many input elements, asis demonstrated by the following example:

Example 2.2: Let I, O and A be defined as above and let
T={tOA®|#IOt < co}.



-6- 15. Mai 1995

T islocally safe and live, but it does not allow an infinite stream of input actions. Here, the
amount of datathat can be sent by the environment is restricted. O

In the next example, we will see that alocally safe, input enabled and autonomoudly live system
may constrain the environment's input rate.

Example 2.3: Let | ={i}, O ={0}. Consider the trace set
T={tDA®|Or0A*, sOA® t=r"0"0"s}.

Itiseasy tocheck that T islocaly safe, input enabled and autonomously live: we may add an
input action to every finite approximation of atracein T, thusyielding again an approximation
of atrace. Moreover, if the environment gives only a finite number of inputs the system is
always able to extend the resulting trace such that an element of T isrealized. Two successive
copies of the output action o do the job. Considering infinite input, however, we observe a
peculiar restriction. Although the environment may execute the action i at any time, it must
eventually alow the system to perform two successive output actions. O

A behavior as given by the trace set of the example above may be regarded as including a
restriction of the environment's input rate. Following the principle that an 1/0-system does not
restrict its environment's behavior we find it more adequate to avoid such restrictions and
therefore strengthen our requirements for trace sets.

b) Predictive Liveness

Local safety, input enabledness and autonomous liveness do not sufficiently capture all our
requirements for the treatment of infinite input. For areactive system not only the sequence of
environment actions is important, but also their relationship with the system's actions. Hence
we define the notion of an input modeling which describes the input (actions) of the
environment to the system, sliced into finite words. After each of the words the system may
respond with a single output action. The refusal to produce a (proper) output action is modeled
by the empty word. Conversely, the environment may allow several system outputsin arow by
providing successively the empty input word. The asymmetry between the environment and the
system is justified by the assumption that, from the system's point of view, the environment
may deliver input at an arbitrarily high rate while there exists an upper bound for the response
rate of the system.

Formally, an input modeling isafunction h: N I*, where h iscaled finite if there
existsan nJN suchthat h(j) =€ foral j=n. Otherwise, h iscalled infinite. Let the set of
all input modelings [IM be defined by

IM =gt N -~ 1",
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Based on this definition we define what it means that a trace t corresponds to some input
modeling h, denoted by t [ h:

Definition 2.4 (O): Let t 0 A®, hOIM. We define:

tO0h <qg OgO(N - ODO{e}):t=]{k(@i)|i ON}
where
k(0) = ¢, k(i+1) = k(i)*h(i)g(i) O

Notethat Local-S.(T) impliesthat, for any finite input modeling h, thereexistsatrace t O T
such that t O h. However, this need not be the case for infinite input modelings. In both
examples, 2.2 and 2.3, thereisno trace t suchthat t [J h for theinput modeling h with h(j)
=i foral jON. Therequirement of local safety and liveness as a characterization of trace
sets of 1/0-systemsisincomplete: some infinite input modelings may be excluded by the trace
set, and thus the behavior of the environment may be restricted.

Therefore, we strengthen the characterization of trace sets of 1/0O-systems by the requirement
that the trace set should contain atrace for every infinite input modeling.

Definition 2.5 (predictive liveness):

Predictive-Live(T) < gf Local-S.(T) OOhOIM : OtOT:tOh O

A predictive live system permits arbitrary infinite input (arbitrary infinite behavior of its
environment). The above examples are not predictive live.

However, this straightforward combination of local and global requirementsistoo naive. It
does not take into account that the system'’s response to infinite input has to be established step
by step. At each step only a finite amount of the total input can be observed in order to
determine the next output. The second conjunct of definition 2.5 just says that the appropriate
output can be guaranteed if the total (future) input is known in advance; thisisin contrast to a
stepwise operational behavior, which requires that the final result is gradually approximated by
the reactions to the finite initial parts of the input. To illustrate this point we give the following
example.

Example 2.6: We consider the trace set
T={tOA®|#(O0t) =0 = #(IOt) # oo}.

Here we have the paradoxical case that the system must react to finite input with infinite output,
but infinite input must result in finite output. At each step the system isin adilemma: if no more
input is supplied it has to continue giving outputs forever. If the input will continue forever it
eventually has to stop producing output elements. In order to make the right choice the system
must predict the future. Thisis clearly in contrast to obvious operational characteristics. O
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The example demonstrates that predictive liveness does not exclude trace sets where the system
would have to have some knowledge of the future because its required behavior cannot be
determined from the partial traces observed so far.

2.2 Operational Characterizations

The difficulties with the above characterizations suggest a closer look at the mode of operation
of reactive systems. As a"gedankenexperiment” we consider the interaction between a system
and its environment as atwo player game, one player being the system, the other one being the
environment. Given atrace set T, the I/O-system winsiif the trace resulting from alternating
moves of the playersis an element of T. Otherwise, the environment wins. If the system is
abletowin (at least if it playsin an optimal manner) no matter which moves the environment
does, we say that there exists a strategy for the trace set. Moreover, if every tracein T isa
possible outcome of a game, where the system usesiits strategy, we say that "T isrealizable by
that strategy". "Alternating moves' means that the environment may give some inputs (possibly
none, but not infinitely many), then the system may issue at most one output, and so on. A
strategy determines for the system what output action (if any) it should do next, depending only
on the previous history. Thusit is guaranteed that the system's decisions do not take the future
input into account.

a) Determinigtic Srategies

First we think of a strategy as a mechanism which, in all situations, determines a unigque next
step of the system. We call such a strategy deterministic. A deterministic strategy can be
modeled by afunction j: A* — OO{¢&}. The strategy function j takes the history leading to
the current situation as input and yields the next move of the system. Let the set of all
deterministic strategies be denoted by S where

S=¢ A* - O0{g}.

For agiven input modeling h and astrategy |, the behavior of asystem in terms of atraceis
uniquely determined. The expression ptrace(j, h, n) denotes this behavior up to the n-th step;
it represents a "partia trace" of the system. The "total" (possibly infinite) behavior of a system
with strategy | for an input modeling h is denoted by ctrace(j,h), and the set of all total
traces of astrategy | is traces(j).

Definition 2.7 (traces of a strategy): Let h 0 [M be an input modelingand j 0 S bea
strategy. We define the function:

ptrace: Sx [M x N — A"
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that associates with an input modeling and a strategy the partial trace of thefirst n+1 moves of
the environment and the corresponding moves of the system by the following definition:

ptrace(j, h, 0) =g h(0),
ptrace(j, h, n+1) =qf ptrace(j, h, n)j(ptrace(, h, n)) “h(n).

Based on this function we may associate an input modeling and a strategy with acomplete trace
by the function:

ctrace: Sx IM - A®,
Itis specified by:
ctrace(j, h) =gr | |{ptrace(j, h,n) | n O N}.
Based on this function we associate with a strategy a set of traces by the function:
traces. S - 0 (AW).
Itis specified by:
traces(j) =qgf {ctrace(j, h) |[h O IM}. O

This definition impliesthat for al strategies j [0 S and for all input modelings h O 1M:
t O ctrace(j, h) O t O h,
and thereforefor al j O S

OhOIM: Ot O traces(j): t O h.

This shows that strategies generate trace sets that deal with arbitrary input behaviors. The
existence of astrategy is a possible characterization for requirements for trace sets.

A trace set is called strategic if it can be realized (generated) by a strategy. This is
formalized by the following definition.

Definition 2.8 (realizability by a strategy):
Srategic(T) =gf Uj OS T = traces()) O

If T isstrategicthenevery t0 T isapossible run of the system/environment game, where the
system behaves according to a fixed deterministic strategy. During this game every system
move is determined only by the information available up to the current situation, and the final
outcome ctrace(j, h) only depends on the finite history fragments ptrace(j, h, n). Note that the
set given in example 2.6 is not strategic. Thisis because any strategy that attemptstoreadize T
produces infinite output for finite input modelings. Since a player using a particular strategy
never knows whether or not the input is finished, it eventually has to start producing its
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outputs, although input still may arrive. Thus it will yield infinite output for infinite input,
resulting in atracewhichisnotin T.

By our definition of strategies the output for a given partial trace is uniquely determined.
Since reactive systems often exhibit nondeterministic behavior, we want to model
nondeterminism on the level of trace sets, too. There is more than one way to do this.

b) Sets of Deterministic Srategies

First one may consider a set of strategies, each of which realizes a subset of T. The sets of
traces generated by these strategies may well overlap and their union isrequiredtobe T. We
define:
Definition 2.9 (realizability by a set of strategies):

Fully-Realizable(T) < g T=[{ZOT: Srategic(Z)} OT #0 a
We may imagine asystem as alibrary of deterministic strategies. At the start of every game the

system nondeterministically chooses one of these strategies. Once the choice is made the system
sticks to this strategy for the entire game.

¢) Nondeterministic Strategies

Another way to achieve nondeterminism isto alow strategies which, for every history, offer a
choice of possible outputs, from which one is arbitrarily selected whenever the system makes a
move. We call this generalization a nondeterministic strategy. A nondeterministic strategy can
be seen as amapping

jrA"-[OfE  }\o.

that determines a set of outcomes for every finite trace (including the decision to produce no
output). The empty set is excluded such that the system has at least one choice (including the
empty output € ). The set of all nondeterministic strategiesis denoted by NS.

Definition 2.10 (traces of a nondeterministic strategy): Let h 0 IM be an input modeling
and j O NS beanondeterministic strategy. The function

ptrace-set : NSx [M x N - O (A")\D

associates the set of partial traces after | moves with an input modeling and a strategy:
ptrace-set(j, h, 0) =q¢r { h(0)},
ptrace-set(j, h, n+1) =g {X"y"h(n) | x O ptrace-set(j, h, n) Oy O j(x)}.



-11- 15. Mai 1995

Based on this definition we specify the function
ctrace-set : (NSx M) - O (A®\O
by:
ctrace-set(j, h) =¢f { LI{tn |n O N} | O n O N: ty E th+1 Otn O ptrace-set(j, h, n) }.
Finally we specify the function
traces-set : NS — [ (AW)\O
by:
traces-set(j) =g [J{ctrace-set(j, h) |h O 1M} . O

The notion of realizability is defined asin the deterministic case:

Definition 2.11 (realizable by a nondeterministic strategy):
Strategic-ND(T) =g Oj O NS: T = traces-set(j) O

By now we have defined three different operational characterizations for trace sets that
correspond to I/O-systems. In the remainder of this section we investigate their relationship and
moreover relate them to the descriptive characterizations of the previous section.

It is obvious from the definitions that any trace set T which is realizable by a deterministic
strategy is also realizable both by anondeterministic strategy and by a set of strategies:
Srategic(T) [0 Srategic-ND(T)
Srategic(T) O Fully-Realizable(T)

However, the reverse directions do not hold in general, since nondeterministic systems cannot
be realized by a single deterministic strategy. Consider the following example:

Example 2.12: Take an arbitrary set 1, let O={o}, and
T={tOA®|OrOI®W:t=r Ot=07r}.

Then T can beredized by the following nondeterministic strategy:
i(€) =ar {0, €}, j(n =ar{e} if rze.

Alternatively, T isrealized by thefollowing set J={j1, j2} of deterministic strategies, which
are defined by:

j1(€) =dr O, ja)=are if r#e,

j2(r) =dr €.



-12- 15. Mai 1995

Obvioudly no single deterministic strategy canrealize T entirely. O

The relation between nondeterministic strategies and sets of strategies is clarified by the
following observation:

Observation 2.13: A nondeterministic strategy jnq determines aset J of deterministic
strategies such that traces-set(jng) = U{traces(j) |j O J}, where J isobtained from jng by
fixing al nondeterministic choices in advance. O

Thisimpliesthat any traceset T realizable by anondeterministic strategy isaso realizable by a
set of deterministic strategies:

Srategic-ND(T) O Fully-Realizable(T)

Again the reverse direction does not hold: there are trace sets that can be realized by a set of
strategies but that cannot be realized by a single nondeterministic strategy:

Example 2.14: Let | ={i}, O={o}, T={t 0 A®|#0Ot <}, J={jn|nON}, where
the single strategies j,, are defined asfollows:

jn(r) =¢f 0 if #0Or<n,
Jn(r) =df € if #0Or > n.

Each strategy jn realizes those traces which contain exactly n outpuits, i.e.,
traces(jn) = {t 0 A® | #0Ot = n}.

The union of all traces(jn) obviously yields T, hence J (fully) realizes T. The system
decides right at the beginning how many outputs it will perform. This is not so for a
nondeterministic strategy: here, in every situation, the system has the choice to output an €, or
an o. Sincethe system can always decide to output an o it is not guaranteed that only finitely
many o's occur. Therefore, T cannot be fully realized by a nondeterministic strategy. O

Thisfact, that nondeterministic strategies are less expressive than deterministic strategiesis the
reason for the use of so called prophecy variables in some specification and verification
methods for reactive systems. We can also conclude from observation 2.13 that no additional
expressive power is gained by considering sets of nondeterministic strategies.

The following lemma throws some light on the connection between descriptive and
operational characterizations of trace sets:

Lemma 2.15: Fully-Realizable(T) [0 Predictive-Live(T) O

See the appendix for a proof of thislemma. Definition 2.5 illustrates that there are trace sets
which are predictive live but not fully realizable. Reviewing the results of this chapter we
recognize that we have established a proper hierarchy of characterizationsfor trace sets asthisis
shown in Fig. 2:
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Local-9.(T)
Definition 25 ] T Examples 22 and 2.3
Predictive-Live(T)
Lemmazis [ T Example26
Fully-Realizable(T)
Observation 213 ] T Example 2.14
Srategic-ND(T)
pefinition 211 [] T Example 212
Strategic(T)

Fig. 2 Characterization Hierarchy for trace sets

We have seen that the first two notions only provide necessary conditions for the realization of
atrace set T by areactive system. Trace sets which only fulfill these conditions may either
constrain the input of the environment or require unrealistic capabilities of the system. All thisis
avoided by the notion of full realizability. We claim that the concept of full realizability
appropriately captures the operational behavior of areactive system: it is as strong as necessary
(Local-S. and Predictive-Live are not operational) and as weak as possible (neither Srategic-
ND nor Strategic capture the full range of nondeterminism).

3. I/O-automata and their Accepted Words

Recently, 1/0O-automata have been suggested for the description of reactive systems. A
definition is given in [Jonsson 87], and a similar definition can be found in [Lynch, Stark 89].
Asusual in automata theory, 1/0-automata can be considered a formal machinery for defining
sets of traces, namely the sets of accepted words. Hence 1/0O-automata provide another way to
characterize trace sets. In this section we review Jonsson's definitions of I/O-automata (using a
dightly different notation), their computations and their accepted traces. We investigate how the
corresponding trace setsfit into the hierarchy established in the preceding chapter.

An |/O-automaton communicates with its environment by (atomic) input and output actions. It
meets a number of requirements, for example, it is always ready to accept arbitrary finite input
from the environment (cf. [Jonsson 87]). The following definition formalizes this concept.
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Definition 3.1 (I/O-automaton): Consider quintuples (I, O, Z, 0o, R, F), where:

| isaset of input actions, not containing the silent action T,

O isaset of output actions, digoint from | and not containing T,
>  isasetof dates,

0o istheinitial state of the automaton,

R isasubsetof Z x (I0OL{t}) x Z, caled the set of |abeled transitions,
F isafinite collection of fairness sets. Each fairness set isa subset of R.

Wewrite 0 3 ¢' to denote alabeled transitionin R, where o,0' X and al (I000{1}).
An l/O-automatonisatuple (I, O, Z, ag, R, F) which hasthe following properties:

a8 Foreachstate o [E andinputaction i1 thereisastate o' [0~ such that
I
o - o' UR.

b) Nofarnessset F[[F containsany transition o L o forwhich i O1.

¢) Eachtransition o & o' O R for which a0 OO{t} isamember of some fairness
setin . O

Jonsson uses silent transitions corresponding to internal steps of an automaton in order to
model the composition of automata. In our context they are irrelevant; nevertheless we stick to
his definition. The requirements a), b) and c) will be explained after the following two
definitions:

Definition 3.2 (transition enabling): A transition o 3 o' O R iscalled enabled in the state
0. Afarnessset F isenabledin o if atransitionin F isenabledin o. O

Definition 3.3 (computations): A computation of an I/O-automaton N is a finite or

infinite sequence of transitions
()'oaL]; 0'112 E»k O'kalgl...

which fulfills the following conditions:
1) Initialization: og istheinitia state of N.
2) Sateto state sequencing: Each transition o a1 Ok+1 ISamember of R.

3) Strong Fairness: If the sequence is infinite, then it contains infinitely many
occurrences of transitions from each of those fairness sets F [J [ which are enabled
infinitely often.
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4) Quiescence: If the sequenceisfinite, then no output transitions or silent transitions
areenabled in itsfinal state. a

Safety properties are expressed by 1) and 2). Conditions 3) and 4) are liveness properties.
Together they form the criterion of acceptance for finite and infinite words (called accepted
traces). Condition 3) expresses strong fairness as opposed to weak fairness, which would
require that only transitions of those fairness sets are not ignored that, once enabled, remain
enabled forever. We now explain the requirements a), b) and c) given in definition 3.1:
requirement a) states that the automaton is always ready to accept inputs. b) says that fairness
must not restrict the input, i.e., only the internal decisions of the automaton may be influenced
by fairness considerations. Requirement c) expresses that the automaton is fair with respect to
all silent and output transitions.

Definition 3.4 (accepted traces): A trace of an I/O-automaton N isthe sequence of input and
output actions (that is, non-t actions) in a computation of N. The set of all tracesof N is
denoted by traces(N). O

Jonsson shows in [Jonsson 87] that Kahn-networks [Kahn 74], and even nondeterministic
Kahn-networks, can be modeled by a special class of I/0O-automata. An I/O-automaton can also
be used to implement strategies: given a nondeterministic strategy

A* L 0(©0{g)

we define the corresponding I/O-automaton (I, O, A*, €, R, F) which describes the same trace
set asj by:

tat)ORIff (@0l Ot'=td O0(@OO0 Ot=talalij(),
F={Rn (A" x (0 0O{1}) xA")}.

Here, of course, the choice of thefairness set istrivial.

Definition 3.5 (realizable by an 1/0O-automaton): A trace set T is called automatic (and we
write Automatic(T)) if thereisan automaton N such that T = traces(N). O

We are now going to relate this characterization of trace sets to those defined in the previous
chapter. Proofs that are omitted can be looked up in the appendix. First we consider the
weakest property:

Lemma 3.6: Automatic(T) O Local-SL(T) O

Thisresult isnot surprising. It smply states that I/O-automata appropriately handle enabledness
for finite input. However, as the previous section shows, additional problems occur in
connection with infinite input. Consider the following example, which is very much like the
one used to illustrate the shortcomings of the local safe and live characterization.
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Example 3.7: Let | ={i}, O={o}, T={tOA®|OrdA", sOI® t=r00s}. The
reader is encouraged to check that the following I/O-automaton N has T asits set of accepted
traces. Define the automaton (I, O, Z, 0, R, F) by

| ={i}, O={o}, =={1,2,3}, gp=1, F={{12 2} {2 S 3}},

and R asgiven by the transition diagram given in Figure 3:

Fig. 3 Transition diagram

Thetraceset T requires that the environment eventually waits for two consecutive outputs to
occur. This can be interpreted as a restriction on the input rate of the environment. O

The example also shows that Automatic(T) O Predictive-Live(T) does not hold, because the
trace set form above is not predictive live. Also, the reverse direction is not valid as the
following lemma demonstrates:

Lemma 3.8: Thetraceset T ={t A ®|#OOt = o = #lOt # o} (cf. Example 2.6) is
predictive live, but not automatic. O

From this one can easily infer that the fact that atrace set islocally safe and live does not ensure
that it is automatic:

Corollary 3.9: Local-SL(T) O Automatic(T) does not hold. O

Hence the characterization of trace sets by I/O-automata is strictly stronger than the local safety
and liveness characterization but cannot be compared with predictive liveness.

How is the relation between |/O-automata and strategies? It is apparent that these two
characterizations are not equivalent: Automatic(T) O Strategic(T) cannot hold because of
example 3.7 and by the same reason Automatic(T) O Fully-Realizable(T) cannot be true.
However, we can prove the reverse directions:

Lemma 3.10: Strategic(T) O Automatic(T) O

Corollary 3.11: Fully-Realizable(T) [0 Automatic(T)

Proof: T canberedlized by aset of strategies. By lemma 3.10, 1/O-automata for each of these
strategies exist. Building their digoint union and identifying their initial states gives another
|/O-automaton redlizing T. O
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Since a nondeterministic strategy corresponds to a set of deterministic strategies the above
corollary immediately gives:

Srategic-ND(T) O Automatic(T).

Example 3.7 shows that |/O-automata may constrain their environment in some sense. Note that
I/O-automata are defined with a strong fairness requirement, which means that, a fairness set
which is enabled infinitely often does fire infinitely often. We might suspect that this
requirement actually istoo strong. An alternative fairness requirement is that of weak fairness,
which means that only those fairness sets must fire infinitely often which are enabled
continuously. The following proposition shows that the constraint of example 3.7 is indeed
avoided when using weak fairness.

Lemma 3.12: For every I/O-automaton with weak fairness and at least one input action, there
is acomputation such that the corresponding trace does not contain two outputsin arow. O

All in all we established the following relationships:

Corolliﬁ 3.9
Local-SL(T) 0 Automatic(T)
Lemma 3.6
0 &=
Lemma 3.8
Predictive-Live(T) Automatic(T)
Example 3.7
D -E— Corolﬁy 3.11
Fully-Realizable(T) Automatic(T)
Example 3.7
D ﬁ- Corollary SEJr (Remark)
Srategic-ND(T) Automatic(T)
Example 3.7
D -E— Lemllai 3.10
Srategic(T) Automatic(T)
Exaﬂle 37

Fig. 4 Characterization hierarchy for trace sets and automata

Thefact that Automatic(T) and Fully-Realizable(T) are not equivalent is rather unsatisfactory.
Why should sets of strategies be less expressive than |/O-automata? An answer to this question
is given in the following section. For a revised notion of a strategy an equivalence between
being fully realizable and automatic with respect to weak fairnessis established.
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4. Weak Fairness and a Refined Notion of Strategies

At afirst glance it seems that the requirement of strong fairnessis the reason why the notions
"Automatic" and "Strategic" do not coincide. Strong fairness may lead to restrictions of input
rates (as demonstrated by example 3.7). Also for practical reasons such as the overhead
required for guaranteeing strong fairness in implementations this concept has been considered
as inadequate for models of reactive systems. Therefore we now switch to a notion of weak
fairness. We replace the requirement of strong fairness by the following weaker notion.

Definition 4.1 (Weak fairness, w.f.-automatic): A computation sequence
Op EE,L 01 a_2> (6]) a_3> . Ok-1 ik Ok ak_fl

of an I/O-automaton N iscalled weakly fair, if the following condition holds: if afairness set
F O F iscontinuously enabled, more formally, if for some k [0 IN:

OiON:k<i O F isenabledin oj,

then the computation sequence contains infinitely many transitions from F.
Wecall atraceset T w(eakly) f(air) automatic, if T isaccepted by an I/O-automata with
weak fairness. We then write Automatic-WF(T). O

Our first conjecture, stated in a previous version of this paper
Automatic-WF(T) O Srategic(T)

was wrong as indicated by the following example due to Martin Abadi.

Example 4.2: Consider for the I/O-automaton with | ={i}, O={0o} and F={{1 % 1},
{2 2 21} and R given by the state transition diagram given by Figure 5.

Fig. 5 Transition diagram

Under weak fairness which does not put any restriction here we obtain the following trace set
T for this |/O-automaton:

T=(00)
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However, T cannot be fully realized by any set of strategies. We prove this by contradiction.
According to the results of the previous sections it is sufficient to consider a set J of
deterministic strategies. Now assumethat T = [I{traces(j) :j 0 J}. Then J cannot contain a
strategy j such that

j)=¢

for some t O (I O O)*. This s true because otherwise t could be generated by j and a finite
input modeling. Thereforet would bein T. Thisimplies

jh=o0
Therefore i* O T which isacontradiction. O

As the example demonstrates there are trace sets that are w.f.-automatic but not fully realizable.
The reason is rather obvious. our notion of strategy istoo simple. For agiven strategy an empty
input by the environment cannot be taken into consideration for determining the reactions of the
I/O-system. Thisweaknessis easily fixed.

Definition 4.3 (Refined strategy): A refined strategy is a function
j: (A" -~ 0 D{g}

The set of refined strategies is denoted by RS. Again for every input modeling h arefined
strategy defines atracefrom A given by

flat( Ll {rptrace(j, h, n) | n O N})
where

rptrace: RS x [M x N — (A*)*

flat: (A*)" — A*

are specified as follows (note that elements of (A*)* are sequences of sequences, let <a [
(A*)" denote the one-element sequencejust consisting of a] A*):

flat(e) =qgr €
flat(<a) =gt @
flat(a’b) =4 flat(a) flat(b)
and
rptrace(j, h, 0) =g <h(0)>
rptrace(j, h, n+1) =g rptrace(j, h, n)<j(rptrace((j, h, n))>"<h(n)>
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The notion of arefined strategy also allows us to obtain refined notions of a trace set being
strategic, strategic-ND and fully realizable. We do not give these definitions explicitly, since
they are rather straightforward, but concentrate on the question whether

RFR(T) < Automatic-WF(T).

Here RFR standsfor fully realizable by a set of refined deterministic strategies.
Obvioudy

Fully-Realizable(T) 0 RFR(T)

because every strategy can be modeled by arefined strategy.
Before entering into the proof of the equivalence of RFR and Automatic-WF we give a
definition that is helpful in the proof.

Definition 4.4 (refined trace of an 1/0-automaton): An infinite sequence s (A*)® iscalled
arefined trace of an 1/0O-automaton M for input modeling h, if thereisatrace t of M with t
O h and flat(s) =t. O

Now we have al definitions at hand to enter into the proof of our main theorem.

Theorem 4.5: For all trace sets T we have
RFR(T) < Automatic-WF(T).

Proof: We show this equivalence by constructing for

(1) agivenl/O-automatawith weak fairness a set of refined deterministic strategies such that
their trace sets coincide,

(2) agiven set of refined deterministic strategies an |/O-automaton with weak fairness such
that their trace sets coincide.

Add(1): Let the I/O-automaton M = (I, O, Z, 0p, R, F) with weak fairness be given; for every
input modeling h let

Tu(h) O (A")®

denote the set of refined traces of the automaton M for the input modeling h.

Note that Ty (h) is not empty, since M is input enabled and therefore for every input
modeling we may construct a weakly fair computation by giving some weakly fair scheduling
strategy. A simple strategy would be to select always one of those transitions in a fairness set
which did not fire for the longest time span.

By the axiom of choice there exist functions

n: 1M - (A*)®

such that
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n(h) 0 Tm(h)
Every function n defines anondeterministic refined strategy:
in: (A")" —~ PODO{eh\{
by
jn(e9={o000{e} | Oh: s> [hn (h)}
Again by the axiom of choice there exist deterministic strategies
(A" - 00{g}
with
J(9 Ojn(s)
for al sequences s, h 0 [M. The set
J={T:(A")" - 00{e|M: IM - (A")®:
OhO A" nh) O Tu(h) 00s T() Ojn(s)}

defines the set of al deterministic strategies with the required properties:

(& Every j O J computes only traces that correspond to fair computations. This follows

from the construction of . Note s from j(s) Ojy(s) we have
tOjn(h) =n(h) O Tu(h)
where

t=_] {rptrace(jn, h, n) | n O N}

15. Mai 1995

(b) For any trace t we may do the choices of n and the strategy | such that for the input

modeling h corresponding to the computation the strategy | we have

t=LJ {rptrace(j,, h, n) |n O N}.

Add(2): Givenaset J of deterministic refined strategies, the construction of an I/O-automata
M with weak fairness with the same set of traces can be done as follows: define the automaton

M by
M={l,0, 5=, gy R, F}

Let g bean dement that isnot in J. We define
S=090((A")" xJ) whereA=100
o 8 o' ORiff (@0 AO{t} Uo' Ures(c,a))
F ={Rn (Zx (00{1}) x )}
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Here the function
res 2 x(AO{t}) - O(Z)

denotes resumptions for a given strategy j and a partial input trace and an action is defined by
forj0J,sO(A") . Let iO1,000:

res([s,j].i) = {[s"<>,j]}

res(oo,i) = {[«i»,j]:j U J}
res([s],0) = {[s'«0»]]: j(s) = 0}
res([sj].1) = {[s"®j]: (8 = T}
res(0o,0) = {[«o»,j]:j O %
res(oo,T) = {[e,j]: ] O J}

M isan I/O-automaton with atrivial fairness set where al nondeterministic choices (apart from
input transitions) are done in the first step. It is a straightforward exercise to show that all the
tracesof M coincide with traces of the corresponding strategy. Note, the statesin 2\{op} are
pairs [t,j] which record the history of the computation in the form of the trace t and the (apart
from input actions) deterministic future. O

The equivalence of RFR and Automatic-WF is a very satisfying result showing the close
relationship between automata and strategies.

4. Conclusion

The work presented in the previous sections shows a close relationship to the paper by
[Reingold et al. 91]. Since this paper contains a section comparing their work to a preliminary
report of our work we simply refer to this section of their paper.

Although the work presented in the previous sections looks very much like a more
sophisticated exercise in trace and automata theory it nevertheless contains a number of results
that are aso interesting from amore practical point of view. The close connection between trace
sets for 1/0O-systems, sets of strategies and I/O-automata is certainly of practical value for the
specification of asynchronous reactive systems. Particular results are that we can always work
with trivial fairness sets (also observed in [Reingold et al. 91]) and that nondeterminism can
always be represented by a set of deterministic strategies.

The separation of an action set into input and output actions in the modeling of
asynchronous reactive systems by traces has a number of advantages:
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(1) inmany applications such a separation reflects the causalities for the actions more
appropriately,

(2) simpler patterns of composition are available.

This leads to a more structured description of reactive systems. However, as shown in this
paper, it also leads to a number of requirements for trace sets that are supposed to describe the
interface of reactive systems. These requirements, however, give insight into operational
concepts and their relationship to more abstract requirements such as fairness and even more
general notions of liveness.

It has been pointed out be a number of researchers (cf. [Jonsson 87]) that there is a close
relationship between |/O-automata and data flow networks. Data flow networks can also be
modeled by sets of stream processing functions (cf. [Broy 89]). Note the similarity between a
strategy and a stream processing function as well as between sets of strategies and sets of
stream processing functions. It is an interesting observation that nondeterministic strategies can
always be replaced by sets of deterministic strategies (but not vice versa). This shows that for
asynchronous reactive systems we have a canonical separation of behaviors into (internal)
nondeterminism and functional reaction to inpuit.

Appendix

Proof of Lemma 2.15: Let T be atrace set such that Fully-Realizable(T) holds. Then there
isaset J of deterministic strategies with T = Ll{traces(j) |j O J}. We already know that for
every strategy j' 0 S and for every input modeling h 0 [M thereexistsa t [J traces(j') with
t O h. In particular, for every j 0J wehavethat OhOIM : OtOT:t0O h. Thisisthe
second conjunct of Predictive-Live(T).

It remains to be shown: Fully-Realizable(T) O Local-S.(T).

Choosearbitrary t O T, i OI, and afinite r £ t. Since T isfully realizable there existsa
j O Jand an input modeling h such that t = ctrace(j,h). Hence t hasthe form

t = h(0)"x(0)"h(1)"x(1)" ...

where x(k) = j(h(0)"x(0)"h(1)"x(1)" ... "h(k)) for all O<k. Since r£ t thereisan nON,
n=>0, where

r = h(0)"X(0) (1) X(1)" ... X(n-1)y

with x(i) asdefined aboveand y £ h(n). Now consider the following two input modelings:

h(k) = h(k) if k<n,
h(k) = Y if k=n,



-24 - 15. Mai 1995

hi(k) = € if k>n,
ho(k) = h(k) if k<n,
ho(k) = y if k=n,
ho(k) = € if k>n.

Let t1 = ctrace(j, hy) and tp = ctrace(j, hp). Clearly tq,to O traces(j) O T. From the definition
of ctrace we conclude: ptrace(j,h,n) E ty, ptrace(j,ho,n) E to.
Let x1(kK) =j(h1(0)"x(0)"h1(1)"x(2)" ... "hy1(k)). We calculate:

h1(0)"x(0)"ha(1) (1) ... “x(n-1)"hy(n)

ptrace(.l! hl! n)

h(0)"X(0) (1) X(1)" ... "X(n-1)'Y"i

=ri

Hence r’i approximates the trace t1 0T . With respect to tp the same argument shows that
ptrace(j,hp,n) =r. Since hp(n+k) =€ for any k>0 it followsthat tp = r"s foran s O®,
This proves the second conjunct of Local-S_(T). O

Proof of Lemma 3.6: Given an I/O-automaton N = (I, O, Z, 0g, R, F) and its accepted
traces T, we have to show that:

OtOT:Or0ArctO (Qi01:0Ot0T:rict)0@s00w rsOT).

(1) Firssweshowthat OtOT:OrOA":retd (QiOI:O¢0T:rict). Let tOT.
Then there is a computation with accepted trace t. If ret and r isinfinite then we may choose
r=t=t. Otherwise r isfinite and we consider the partial computation "up to r". Thiscan be
extended by an input transition with label i, because i isaways enabled. The resulting partial
computation can be extended with possibly infinitely many output or silent transitions until
either no more output or silent transitions are enabled or the sequence becomes infinite. When
extending the sequence at each step the transition is chosen from that fairness set which has the
least number of transitionsin the computation up to this moment. Thus the fairness requirement
isfulfilled.

(2) ltremainstobeshownthat OtOT: Or A" ret O (OsOO® r"sOT). Either r is
already an accepted trace, or we can again extend it in a fair way with output and silent
transitions as shown above. O

For the proof of Lemma 3.8 we need the following definition and lemma:

Definition 3.8.1 (fairness count): Given an I/O-automaton with fairness sets Fq, ..., Fp,
we define the fairness count fc; for each fairness set Fj as the function from partial
computations to natural numbers where fcj(b) denotes how often F; has been enabled since
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itslast firing in the partial computation b. The last state of the partial computation is not taken
into account. O

Soinitially (for the empty computation) all fairness counts are equal to 0.

Lemma 3.8.2: Given an I/O-automaton with fairness sets Fi,...,Fn. We show that we can
construct a chain of partial computations such that for every computation b in this chain there
is apermutation s. {1,...n} - {1,...,n} such that

Oi:l1<i<n O feg)(b) <i, and *)

b can be extended, if some fairness set is enabled after b. (**)

Proof: We prove the lemma by induction:

Base case: Let the permutation for the empty partial computation be any permutation.
Obvioudly, (*) holds for this case.

Inductive case: Assume that (*) holds for a partial computation b, and let s be the
associated permutation. If at least one fairness set is enabled in the last state of b, then we
extend b by firing atransition from afairness set Fgk), suchthat k = max{i U {1,....n} |
Fi) isenabled}. Denote the extended computation by b, and define the new permutation s
asfollows:

s(i) = (i) it i>k,
s(i) = (i-1) if 1<i<k,
s(i) = s(k) if i=1.

For i >k we have:
feg(i)(0') = fegiy(b) <.
For 1<i<k wehave:
fes(y(0) = fegi-1)(b) +1 < (i-1)+1 =1 if Fgj-1) isenabled,
fes(i)(b') = fegi-1)(b) <i-1<i if Fgi-1) isnot enabled.
For i =1 we have:
fes(i)(b') = feguy(b) =0< 1.
So feg(i)(b) = fegi)(b) <i holdsin every case; hence (*) is maintained. O

As a consequence of this lemma, all fairness counts of an 1/O-automaton with fairness sets
F1,....,Fn are bounded by n.

Proof of Lemma 3.8: We claim that the trace set T ={t [JA @ | #OOt = 0 = #| Ot #co}
cannot be realized by any I/O-automaton. This is shown by proving that for every I/O-
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automaton we can construct a computation (fulfilling the fairness and quiescence requirements)
such that for thetrace t of this computation either (1) or (2) hold:

(1) # Ot # 0o [HOOL # oo
(2) #IOt = 0o [HOOL = oo

Such a computation can be constructed step by step according to the following procedure:
We start with the initial state. Assume that we have already constructed a (finite) partial
computation. There are two cases:

a) No t1- or O-transitions are enabled in its last state. Then this finite partial computation is
already a computation and (1) holds for itstrace t. In this case we stop the procedure.

b) Otherwise some fairness set is enabled, because the fairness sets contain all actions from
OU{t1}. Wetreat | approximately like a fairness set, but here we consider input transitions
only enabled if, after the last firing of an input transition, an output transitions has fired.
(Without this condition there can be firings of only t- and I-transitions from some time on,
resulting in atrace which containsinfinitely many |-actions but only finitely many O-actions.)
We extend this partial computation according to the rule given in the lemma above.

If this procedure is repeated infinitely often, then we have:

i) (1) or (2) holds.
i) The partial computation isacomputation, i.e., it fulfills the fairness requirement.

Consider i): If (2) does not hold, then thereis a position in the partial computation after which
either no more output transitions occur (i.e., only |- or T-transitions occur) or no more input
transitions occur (i.e., only O- and t-transitions occur).

Consider thefirst case: this may happen if either:

o) infinitely many |-transitions occur or
B) finitely many I-transitions occur.

a) isaso impossible, because then there must be two firings of input transitions with no firing
of an output transition between them, contradicting the computation procedure. If (3) holds we
have case (1).

Consider the second case: this may happen if either:

a') infinitely many O-transitions occur or
B') finitely many O-transitionsoccur.

In the case of a') at least one fairness set fires infinitely often with O-transitions. But then,
according to the computation procedure, also I-transitions occur infinitely often. If ') holds we
have case (1).
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Consider ii): If some fairness set was enabled infinitely often without firing, then its
fairness count would become bigger than n, which is impossible because of the lemma
above. O

Proof of Lemma 3.10: Since T is Strategic, we have T = traces(j) for some strategy j.
Given j, we construct an I/O-automaton N = (I, O, %, opg, R, F) such that traces(N) =T.

Let | and O beasin j, andlet = =A*, og=¢. R isgiven by the following three kinds of
transitions:

w_i>wi foral i OI:
w °2>w'o for o O, if j(w)=o0,
wIsw, if j(w)=c¢.

= containsthe set of all non-input-transitions. We show that traces(j) = traces(N):

"O":Let tOtraces(j), i.e., t=ctrace(j, h) for some h. Then t =h(0)"x(0)"h(1)"x(1)"...
where x(k) = j(ptrace(j, h, k)) for al k and ptrace(j,h,k) = h(0)"x(0)"..."h(k). We write
ou>g' for ud A" to denote the extension of the transition relation to finite words. We obtain
acomputation

g O - h(0) (@) > h(0)"x(0) -h@ > h(0)"x(0)"h(1) ... *)

where act(e) =1, act(o) =o for o0 O ("doing nothing" is represented both by the action 1
of an automaton and by the empty response € of astrategy). Thisis afair computation since
we have only one fairness set.

"0O": Let t O traces(N). Then thereis an infinite computation which has trace t. The
computation must be infinite, because j isa (total) function, such that in every state either T or
some o U O is enabled. The definition of the transition relation R implies that the
computation must have the form (*) and furthermore h(k) O 1" for all k because of fairness.
Thus t [ traces()). O

Proof of Lemma 3.12: We construct a computation that fulfills this condition. We start with
the initial state. Assume we have already constructed a (finite) partial computation. Then we
takean |-transition (which is always enabled). If no fairness set is enabled in the last state, then
thisfinite partial computation is already a computation and fulfills our condition. Otherwise, we
take atrangition of afairness set which is enabled and has a maximal fairness count with respect
to. the other enabled fairness sets. Here, the fairness count of afairness set says how often this
fairness set has been enabled since its last firing (or the start of the computation). These steps
are repeated until no fairness set is enabled. If there is always at |east one enabled fairness set,
then the partial computation will become infinite. Note that the (weak) fairness requirement is
fulfilled. If this was not the case, then some fairness set F would eventually be enabled
continuously without firing. For infinite computations, some other fairness set F would have
fired infinitely often. But then there would be a point where both F and F' are enabled and
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the fairness count of F is bigger than that of F, which is not possible because of our
procedure. O
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