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Abstract
In the presence of exponential growth of the data produced every day in volume, velocity, and variety, online analytical
processing (OLAP) is becoming increasingly challenging. FPGAs offer hardware reconfiguration to enable query-specific
pipelined and parallel data processing with the potential of maximizing throughput, speedup as well as energy and resource
efficiency. However, dynamically configuring hardware accelerators to match a given OLAP query is a complex task.
Furthermore, resource limitations restrict the coverage of OLAP operators. As a consequence, query optimization through
partitioning the processing onto components of heterogeneous hardware/software systems seems a promising direction.
While there exists work on operator placement for heterogeneous systems, it mainly targets systems combining multi-core
CPUs with GPUs. However, an inclusion of FPGAs, which uniquely offer efficient and high-throughput pipelined processing
at the expense of potential reconfiguration overheads, is still an open problem. We postulate that this challenge can only
be met in a scalable fashion when providing a cooperative optimization between global and FPGA-specific optimizers. We
demonstrate how this is addressed in two current research projects on FPGA-based query processing.

Keywords Database query processing · Hardware acceleration · Query optimization · FPGA · OLAP

1 Introduction

With the increasing volume, velocity, and variety of nowa-
days data, the available parallelism and multiplicity of
emerging computer systems has to be exploited efficiently
in order to process these data. Consequently, we observe an
increasing research focus on accelerating database query
processing with multi-core CPUs and attached co-proces-
sors. In addition to GPUs, FPGAs are deployed more and
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more for data-processing contexts. Prominent examples are
Microsoft’s Catapult [38], Baidu’s FPGA-based data analy-
sis [17], and cloud services, e.g. the Amazon clouds. While
drastic performance improvements can be expected when
using heterogeneous architectures, they are not guaranteed
per se.

FPGAs consist of a regular array of programmable logic
blocks that can be dynamically configured to implement
complex hardware modules. Such reconfigurable hardware
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Fig. 1 Example of a (a) QEP with a sub-query selected for FPGA ac-
celeration (dashed lines) and a (b) pipelined and parallelized hardware
architecture that directly implements the dataflow of the sub-query.
(a) Query Evaluation Plan (QEP), (b) Dedicated hardware pipeline for
QEP

has the ability to be tailored to a specific task. FPGAs
show their full strength when parallelism and pipelining
can be jointly exploited through provision of high-through-
put hardware pipelines, i. e., for processing streams of data.
Here, the high energy and resource efficiency compared to
CPUs and GPUs stems from the specificity of the hard-
ware circuit and the locality of deeply pipelined processing
components. These opportunities are compensated by a fac-
tor of 10 lower achievable clock rates than modern CPUs
and GPUs. Today, FPGAs are increasingly used for differ-
ent data-analytics tasks, including data-stream processing,
machine learning, extract-transfer load and other data trans-
formation processes.

This article discusses the benefits and challenges of
using FPGAs for online analytical processing (OLAP).
OLAP queries can be represented by a query evaluation
plan (QEP) that represents the operators and the dataflow
of the underlying computations (illustrated in Fig. 1a).
FPGAs provide hardware reconfigurability combining the
advantages of hardware efficiency with programmability
at the circuit-level, thus allowing to directly implement

the dataflow according to the QEP, as illustrated in Fig. 1.
All non-blocking operators can process the dataflow in
a pipelined fashion at the speed of the I/O interface. In
some cases, blocking operators like join and sort operations
(pipeline breakers) can be evaluated by highly parallelized
and specialized hardware implementations, as exemplified
for a parallel sort-merge join implementation in Fig. 1b. In
summary, the benefits for OLAP processing using FPGAs
are:

● Pipelined processing of non-blocking operators at I/O
rate.

● Energy efficiency and reduction of power consumption
and/or ...

● ... speedup through parallel and specialized hardware im-
plementations of OLAP operators.

● Resource efficiency by taking workload from processors
and providing query-specific hardware acceleration.

However, in principle, the queries submitted to a database
system may vary considerably and can be arbitrarily com-
plex. Unlike sequential processing on CPUs, a direct hard-
ware implementation may not be possible due to the limited
amount of programmable logic blocks on FPGAs. Conse-
quently, we believe that the benefits of FPGAs in DBMSs
can only be utilized by carefully exploiting the synergy
among three major concepts:

● Exploitation of scalable and heterogeneous hardware/
software target architectures;

● Query partitioning and optimization;
● Dynamic hardware reconfiguration.

In this article, we survey how far related work is tackling
these issues in Sect. 2. Sect. 3 summarizes open challenges
of integrating FPGAs into heterogeneous DBMSs. Sect. 4
gives an overview of our approaches to cope with these
challenges, before we give a conclusion.

2 RelatedWork

2.1 FPGAs for Query Processing

2.1.1 Designs for Accelerating Specific Operators

In recent years, many investigations have evaluated and
quantified the benefits of using FPGAs to accelerate
database operators. FPGA acceleration of sorting, which is
an integral part of many database operations, has gained
much attention, see e.g., [11, 32, 44]. Another focus of
research has been on the hardware implementation of join
operators. Similar to most other database operators, a mul-
titude of algorithms for performing a join exist (e.g., hash
join, sort-merge join, etc.). Halstead et al. [13] propose an
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FPGA accelerator to perform hash joins. They are able to
achieve an about 11 times higher throughput on an FPGA
compared to a commercial software implementation exe-
cuted on a multi-core CPU. Casper and Olukotun [11] pro-
pose an FPGA implementation of a sort-merge join, which
achieves a throughput of 6.45GB=s. In comparison, an im-
plementation on a multi-core CPU achieves a throughput
of 1GB=s according to [24], and [19] reported a through-
put of 4.6GB=s for a GPU implementation. Most notably,
these results show two major potentials of using FPGAs for
accelerating database operations: First, it is often possible
to achieve I/O-rate processing, leading to a higher overall
throughput. Second, while the reported results of CPUs and
GPUs are obtained with clock frequencies of over 3.2GHz
and 1.5GHz, resp., FPGA implementations are often only
clocked at � 200MHz. Hence, a higher energy efficiency
can be accomplished with FPGAs [2, 29].

Another computationally intensive operator in database
query processing is the selection of records based on regu-
lar expressions. Here, software solutions for both GPUs and
multi-core CPUs quickly become computation-bound with
increasing complexity of the regular expressions. There is
a large body of work that uses regular-expression matching
on FPGAs, based on the work of Sidhu and Prasanna [41].
On the downside, they evaluate only a single or a few fixed
regular expressions, whereas the database users compose
regular expressions at run-time. To address this issue, István
et al. [18] and Becher et al. [5] propose run-time parametriz-
able regex operators.

Today’s DBMSs use a multiplicity of algorithms to im-
plement each operator: Which algorithm suits a given query
best in terms of execution time often depends on the selec-
tivity and the amount of data to be processed [39, 40].
Therefore, when a query is received, the optimizer selects
the best algorithm to achieve the goal of either execution
speed or throughput. However, the static FPGA designs for
database operators discussed above all suffer from the draw-
back that they do not allow for run-time algorithm selection
to support instantaneous query optimizations. On the other
hand, FPGAs allow for (partial) dynamic reconfiguration of
logic blocks and interconnect, thus enabling the exchange
of hardware modules at run-time, lasting less than a mil-
lisecond down to some tenths of a millisecond [3].

Ueda et al. [46] present an FPGA-based join accelerator
that can switch between hash join and merge join by means
of reconfiguration, allowing more resources to be used for
each accelerator than in a combined static design. Instead
of holding both implementations on the FPGA simultane-
ously, it is possible to change between both implementa-
tions by reconfiguring the FPGA at run-time. A query op-
timizer should then be able to select the most appropriate
implementation based on a cost model. Koch and Torre-
sen [26] propose to make use of partial reconfiguration for

sort operations to adjust the resource allocation of a FIFO-
based merge sorter and a tree-based merge sorter depending
on the problem size.

Recent work [1] on accelerating joins on compute clus-
ters with multi-core nodes has shown that parallel join
methods can scale (almost) linearly with the number of
cores. In this context, FPGAs may not only be used to par-
tition the data for the parallel instances, as, e.g., described
by Kara et al. [20]. However, comparable scalability may
also be expected when parallelizing join operators on single
or even clustered FPGA nodes.

2.1.2 Static Designs for Accelerating Queries

All the cases given above investigate the acceleration of
a single database operator. Queries without the accelerated
operator in their QEP cannot benefit from FPGA accelera-
tion. Furthermore, if an operator not available on the FPGA
turns out to be the bottleneck of the query, the other acceler-
ated operators do not give a speed benefit. Therefore, some
work considers operator pipelines for accelerating whole
queries instead of just a single operator. Glacier [30, 31],
for example, is a query-to-hardware compiler. For a given
query, it automatically instantiates the required operators
from a component library and generates a data-stream-pro-
cessing accelerator, which is tailored to the given query. It
is not intended for acceleration in systems with frequently
changing queries.

Sukhwani et al. [45] propose a hardware/software co-de-
sign including an FPGA accelerator that consists of a feed-
forward pipeline of hardware kernels for selection, projec-
tion, and sorting. It can be used for the acceleration of
arbitrary queries via run-time parametrization in a tuple-
at-a-time processing fashion, and pre-processed data is for-
warded to the CPU-based host system for post-processing.
This approach demonstrates that it is reasonable to couple
FPGA-based hardware acceleration with software perform-
ing the remaining operations not supported by the FPGA.

Sidler et al. [42] propose a system architecture consisting
of a CPU extended by an FPGA. The FPGA has accelera-
tors for the Skyline operator, stochastic gradient descent,
and regular expression matching. The system runs with
the in-memory DBMS MonetDB and accelerators are in-
tegrated into the DBMS. Thus, hardware operators are just
additional operators for the DBMS and can be selected by
the query optimizer. Here, it is also possible to schedule
multiple queries on the same hardware operators [34].

Baidu [17] also implements specific accelerators for dif-
ferent SQL core operators on the FPGA: filter, sort, aggre-
gate, join, and group by. Baidu’s query optimizer can select
hardware accelerators for calculating parts of the query, and
the processing is then carried out on the accelerator.
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2.1.3 Reconfigurable Designs for Accelerating Queries

A drawback of the approaches mentioned in the previous
subsection is the static hardware-accelerator architecture: It
is not possible to adapt it to queries. Rather, the QEP must
be adapted to match the hardware. For example, queries
with many predicates requiring more hardware units for
predicate evaluation than available in the accelerator can-
not be mapped directly to the FPGA. Instead, the optimizer
decomposes them into sub-operations, each fitting to the
accelerator, and processes them sequentially. Operators not
being part of the accelerator must be processed in soft-
ware. Thus queries with complex operations, such as hash
joins and regular-expression matching, cannot benefit from
FPGA acceleration.

In this context, dynamic reconfiguration can provide a vi-
able means to adapt the hardware to the query by exchang-
ing acceleration modules at run-time. This provides query-
specific acceleration optimized for the respective use case,
while at the same time it achieves a more efficient utiliza-
tion of the limited FPGA resources.

Wang et al. [48] investigate this potential of run-time
reconfiguration for query processing. They show that even
for the same query it makes sense to provide multiple ac-
celerators and reconfigure between them while processing
the query. Again, each accelerator can utilize the FPGA
resources exclusively to increase parallelism and thus de-
crease execution time. However, due to the overhead of re-
configuration, only large datasets can benefit from it, since
the reduction in execution time is larger than the reconfigu-
ration time. Wang et al. further propose a methodology for
automatically generating multiple QEPs for a given query.
Each consists of a set of hardware accelerators and a sched-
ule of how to switch between them. At run-time, a plan is
chosen from the set of generated evaluation plans, so that it
has the shortest execution time according to a cost model.
While this validates the benefit of adapting the hardware
to the query by means of reconfiguration, it has the ma-
jor drawback that each accelerator is tailored to a specific
query. Synthesizing an accelerator can take from minutes to
hours. Consequently, it is infeasible to assemble accelera-
tors for ad-hoc queries at run-time. Therefore, this approach
can only be applied for queries that are already known at
design time. Furthermore, the system only supports full re-
configuration of the FPGA. This implies, first, a larger re-
configuration overhead, as the time increases linearly with
the size of the FPGA area to be reconfigured (up to seconds
according to [48]). Second, as the data contained in FPGA
memory typically is lost during full reconfiguration, an ad-
ditional overhead occurs for transferring the local memory
contents back to the CPU-based host system.

Ziener et al. [52] present a methodology for on-the-
fly data-path generation of a query-stream pipeline. Query

plans can be accelerated by composing and placing pre-
synthesized modules (e.g., aggregation and restriction op-
erators) on the FPGA by means of partial reconfiguration.
Furthermore, this has enabled the use of column-oriented
operators, which is also used by Kara et al. [20].

2.2 Heterogeneous DBMS

The systems described above feature FPGA accelerators
complementing the host CPUs. Due to different computa-
tion models, they are considered to be heterogeneous. From
an architectural view, the structure is similar to systems that
incorporate GPUs as co-processors in addition to CPUs [15,
16, 51, 7]. Such heterogeneous systems pose specific re-
quirements on algorithmic design, query optimization, and
cost models for DBMSs. In the following we will describe
these requirements by means of the state of the art for such
heterogeneous systems.

2.2.1 Optimizing Operators for Heterogeneous Hardware

Tuning operators to a single co-processor has already at-
tracted much attention (c. f., for GPU [15, 19, 25, 43],
for Xeon Phi [36, 37], and for FPGA [29, 32]). How-
ever, a holistic approach should be able to work on ar-
bitrary co-processors. There are two common implementa-
tion approaches. The straight-forward one is the hardware-
oblivious approach [16], where operators are implemented
against a parallel-programming library, e.g., OpenCL. This
approach allows for portability of operator code, but not of
performance [40]. Hence, a hardware-sensitive approach
should be used, where the code is optimized for each co-
processor separately. DBMSs following a hardware-sensi-
tive approach use a primitive-based execution or query-
compilation strategies.

Primitive-Based Execution: Data-parallel primitives
have been suggested by He et al. as a means to imple-
ment database operators in a CPU/GPU system [15]. The
idea is to split an operator into smaller functions. These
functions can then easily be tuned for any co-processor,
allowing optimizations orthogonal to the original operator.
Such optimization possibilities for heterogeneous co-pro-
cessors have already been shown by Pirk et al. for vector
algebra on heterogeneous systems [35].

Query Compilation for Heterogeneous Hardware: Query
compilation is an alternative to the operator-based execu-
tion of queries [33]. Here, a query is split into execution
units fusing operator code. The dataflow allows data to be
pipelined up to a pipeline breaker (a blocking operation
like join or aggregation). To enable query compilation for
heterogeneous co-processors, Breß et al. present Hawk [10]
and Funke et al. present HORSEQC [12] as hardware-adap-
tive query compilers. Besides other optimizations, Hawk

K



Datenbank Spektrum

employs code optimizations to tune operator code for the
used co-processor and HORSEQC fuses operators.

2.2.2 Query Optimization in Heterogeneous DBMSs

Query optimization is a crucial part in DBMSs due to SQL’s
declarative nature. Traditional query optimization covers
plan optimization and algorithm selection for a single pro-
cessor. In a heterogeneous system, however, a multitude
of new optimization possibilities arise (e.g., co-processor
selection). In general, DBMSs either employ global query
optimization assigning operators at optimization time or dy-
namic optimization at run-time. The latter can be achieved
by query chopping [9], where operators are assigned to co-
processors right when all their inputs are ready (i. e., all
child operators are finished). While query chopping takes
into account the load of the co-processors, it is a greedy
exploitation, which may miss the global optimum that op-
timizers could find across processors.

Global optimization needs to understand the capabilities
of the co-processors. Karnagal et al. have conducted varies
studies in this area [21, 23]. According to them, query pro-
cessing on heterogeneous co-processors is based on charac-
teristics like data size, computational complexity of opera-
tors, co-processor properties, and execution times of physi-
cal operators. They propose a Heterogeneity-aware physical
Operator Placement (HOP) by assigning the physical opera-
tors to co-processors at run-time using a cost model, which
calculates the execution cost based on operator behavior,
hardware characteristics, and run-time information. HOP
can find the best operator placement using a cost model, for
any input-parameter values. Breß et al. also address the op-
erator-placement problem in [6] using the optimizer library
HyPE, which follows a greedy and cost-based approach.

However, the operator-placement strategy faces some
challenges such as an increasing number of operators,
which leads to a search-space explosion, and an uncer-
tainty in cardinality estimation for intermediate results.
Karnagal et al. tackle this issue with a greedy technique,
the so-called strong placement, which assigns an operator
to one co-processor and places the remaining operators
randomly by majority voting [22]. Since both technologies
rely on a greedy strategy, the optimal solution may not be
produced.

An adaptive placement approach was later proposed
in [23] to tackle the unexpected behavior of an operator,
caused by a complex query structure, large input data, and
the location of intermediate results. In this technique, the
optimization and execution of a part of the query, called
execution island, is implemented. Since the optimization is
limited to a part of the query, cardinalities of intermedi-
ate results and execution time can be estimated with high
precision. Although this regional approach comes close to

a global optimization, a tuple-at-a-time model would not
benefit from it [23].

Considering energy-efficient query processing along with
performance constraints is also a challenge in query opti-
mization. In this case, an optimizer must find QEPs that
meet the performance goals while consuming as little en-
ergy as possible w.r.t. available (co-)processors. Lang et al.
have designed a framework for query optimization that
considers energy efficiency along with performance con-
straints. It works well for simple queries, but not for com-
plex and concurrent queries [27]. Later, Zichen Xu et al.
introduced a Power-Energy-Time (PET) framework for the
PostgreSQL kernel [49]. They point out that the energy-
efficient QEPs may not have the shortest processing time.
Ungethüm et al. proposed a hardware/software-co-design
approach on the Tomahawk architecture [47], where they
utilize energy-efficient customizable instruction-set proces-
sors. Becher et al. [2] propose an FPGA-based hardware
software co-design for energy-efficient hash join operation.

Global query optimization in heterogeneous DBMSs
greatly depends on the dynamically changing volume of
data, the execution time of the query, the workload char-
acteristics, and the unpredictable cardinality of data. The
research addressing these characteristics in a fast as well
as cost- and energy-efficient way is still at its peak.

2.2.3 Cost Models for Operators on Heterogeneous
Hardware

In the presence of heterogeneous co-processors, costs for
operators on different co-processors have to be taken into
account as well as transfer times between processors. There
are two ways to determine the costs of an operator or query
plan: using an algebraic or a learning-based cost model.

Algebraic Cost Models: An algebraic cost model is a pa-
rameterized function describing the cost for an operator ac-
cording to the access pattern and the computation an oper-
ator causes. The specific parameters are usually determined
in a calibration phase at start-up. Algebraic cost models
give the most accurate cost estimations for an operator.

Cost models have a long history in DBMSs. For in-mem-
ory systems, Manegold et al. proposed a cost model taking
cache hierarchies as the new bottleneck into account [28].
For GPUs, there is already a plethora of cost models for dif-
ferent operators [15, 50]. However, a holistic and compre-
hensive cost model is hard to find for arbitrary co-processor
and operator combinations.

Learning-Based Cost Models: Learning-based cost mod-
els use machine-learning techniques to estimate the perfor-
mance of an operator on a co-processor. For heterogeneous
co-processors, Breß et al. introduced HyPE [6, 8], and Kar-
nagel presented HOP [21] as learning-based cost estimators.
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However, both estimators currently do not take concurrent
execution into account.

2.3 Summary

Due to resource limitations, there is no FPGA accelerator
that supports all queries in the best way. For flexible and
generic coverage of queries, mapping query operators to
the available co-processors and to the software of a het-
erogeneous hardware/software system is necessary. While
there is work on operator placement for heterogeneous sys-
tems, e.g., by Karnagel et al. [21] and by Breß [7], they
mainly target systems combining multi-core CPUs with
GPUs. How to extend these systems to FPGAs, which come
with very specific overheads when applying reconfiguration
between operators, is still an open issue.

3 Challenges

The study of related work clearly shows that an integra-
tion of FPGAs into a DBMS is challenging, ranging from
general challenges of heterogeneous systems (query opti-
mization and partitioning) to FPGA-specific challenges (dy-
namic reconfiguration).

3.1 Exploitation of Heterogeneous Hardware/
Software Architectures

Since different hardware concepts (e.g., CPUs, GPUs, and
FPGAs) have their individual strengths and weaknesses in
data processing, a clever partitioning of data and work has
to be done in a heterogeneous system. Although first at-
tempts have been made to schedule and distribute data and
operations (c. f., CoGaDB, HyPE), they consider neither the
opportunity of hardware reconfiguration of the FPGA nor
its stream-oriented processing style. Furthermore, caching
strategies will probably not apply to an FPGA with its lim-
ited amount of dedicated memory.

3.2 Query Partitioning and Optimization

For a query optimizer in a heterogeneous system, it is chal-
lenging and a so far unsolved problem to to find (1) an
optimal partitioning of a query on the different heteroge-
neous co-processors and (2) determine the configuration of
the reconfigurable hardware itself.

The first challenge (global view) creates a huge opti-
mization space when considering multiple different co-pro-
cessors, multiple implementation variants for an operator,
different granularities for executing an operator, concurrent
resource utilization on a co-processor, and even multiple
objectives.

The second challenge (local view) implies a maintenance
task that composes and schedules a reconfiguration of the
FPGA when a specific function is efficiently supported or
frequently used. This involves (a) selecting appropriate co-
processors for the given query while considering recon-
figuration overhead, (b) mapping query operations to such
accelerators, and (c) reconfiguring the hardware to generate
data paths for the accelerators that enable stream processing
as close as possible to I/O-rate.

3.3 Dynamic Hardware Reconfiguration

The challenge of dynamic reconfiguration is to efficiently
adapt FPGAs to a query and to time-multiplex query pro-
cessing under scarce resources. Especially ensuring that re-
configuration pays off is a huge challenge, since FPGA
reconfiguration itself may take a time ranging from 1ms
(partial reconfiguration) to the order of 1s (full reconfigu-
ration). Thus, overall savings must be higher than the re-
configuration costs. So, either the amount of data processed
in one query must be large enough or the query needs to
occur frequently enough. Another challenge is that queries
use operators for data types with different or even arbi-
trary lengths (e.g., strings). In order to restrict the space of
hardware accelerator configurations to be synthesized and
stored, a big challenge here is to identify a representative
set of often occurring, but in data types highly parameteri-
zable kernel modules that are loaded and configured at run-
time. Finding these modules with enough soft parameters
left to avoid a dynamic hardware reconfiguration or module
re-synthesis is a central focus and challenge of our ongoing
research.

Through the remainder of this paper, we will present our
approaches to meet these challenges.

4 Proposed Solutions

A substantial part of the challenges refers to the query opti-
mization for heterogeneous systems that include an FPGA.
In the following two research approaches, ADAMANT at
the Otto-von-Guericke-Universität Magdeburg (OvGU) and
ReProVide at the Friedrich-Alexander Universität Erlan-
gen-Nürnberg (FAU), are presented, where query partition-
ing and optimization plays a major role. On an abstract
level, the common ground of both methodologies is to get
a grip on the huge solution space with a distribution of
optimization tasks among cooperative optimizers.

4.1 Cooperative Optimizers

The idea of cooperative optimizers is to split the optimiza-
tion into a global and a local optimization according to the
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Fig. 2 Interplay of global and local optimizer

global and local views described in Sect. 3.2. Global op-
timization applies strategies at the level of the QEP, with
the major goal of partitioning the QEP into sub-trees and
assigning them to the heterogeneous processors. The local
optimizer is responsible for finding the best implementation
of a sub-tree on the specific target hardware. Fig. 1a already
showed an example where (a) parts of the QEP are assigned
to an FPGA (dashed line). The (b) target-specific optimiza-
tion of the sub-tree involves selecting operator variants to be
executed (e.g. sort-merge join) and the parallelism granular-
ity (e.g. parallel sorting), as well as generating the hardware
configurations of the FPGA and determining the schedule
for reconfiguring between them.

Due to the huge solution space, distributing certain opti-
mization decisions to the autonomous co-processors is rea-
sonable to parallelize query optimization and lower the de-
gree of detail and thus the load on the requesting CPU. The
global optimizer decides based on the current load and also
on co-processor properties according to cost models that
are frequently refreshed at run-time with the help of infor-
mation from the local optimizers. The capabilities of the
heterogeneous co-processors such as device power, buffer
pool, cost of operator evaluation, etc. play a key role in
the degree of accuracy of query-cost estimation. They are
only known to the resp. local optimizers and thus must be
communicated to the global optimizer. Partitioning a query
between heterogeneous processors as well as further oper-
ator placement and mapping of sub-queries are only effec-
tive after a communication between local and global opti-
mizer. Our proposed approach of cooperative optimization
involves exchanging hints between global and local opti-
mizer. This is illustrated in Fig. 2. With the help of these
hints, the global optimizer can make a decision on how
much optimization is required per plan and can maximize
the performance benefits. We expect this bidirectional hint
interface to enable scalable optimization in both directions,
i. e., globally and locally, which helps to subsequently re-
duce optimization overhead.

In the remainder of this section, we introduce two pro-
posed solutions and demonstrate how to incorporate the
interplay of local and global optimizers.

4.2 ADAMANT: Adaptive Data Management in
Evolving Heterogeneous Hardware/Software
Systems

ADAMANT integrates a DBMS with extensible, adaptable
support for heterogeneous hardware. To support a multi-
tude of devices, we employ the concept of Plug ’n’ Play by
abstracting their common functionalities. The main objec-
tives of our project in order to support this highly volatile
environment are as follows:

Abstraction of devices: Seamless integration of heteroge-
neous devices with different interfaces (e.g., PCIe,
QPI, CAPI) on a one-by-one-basis is a difficult,
time-consuming, and redundant task. Thus, it is nec-
essary to find a useful abstraction level that considers
the fundamental differences between accelerators.

Multi-layered optimization: The presence of multiple pro-
cessing devices for query execution creates a new
dimension of parallelism – cross-device parallelism.
Additionally, FPGAs provide spatial parallelism, but
run-time reconfiguration limits temporal availability
of operators. Along with the dimensions of data and
functional parallelism, these new dimensions require
an improved optimization process in order to over-
come the difficulties resulting from the explosion of
search space.

Exploiting device features: Exploiting the different fea-
tures available in heterogeneous co-processors re-
sults in more efficient implementations. Device-spe-
cific functions are improved by fine-tuning device-
dependent implementation parameters such as loop-
unrolling depth, vector width, based on feedback
from the environment. This goes beyond possible
optimizations of OpenCL by also allowing for data-
sensitive performance portability w.r.t. workload
selectivity, for example [40]. Here, FPGAs allow
for operator implementations using a wider set of
possible architectures than fixed (co-)processors.

4.2.1 Architecture

Since the performance of database operators, especially do-
main-specific ones, depends on optimized implementations,
a direct implementation can easily become inflexible, which
hinders adoption of new processing devices and custom op-
erators. In order to decouple domain-specific operators and
hardware processing units, we base our system on a lay-
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Fig. 3 ADAMANT: Adaptive
DBMS architecture

ered architecture. This enables an efficient incorporation
of FPGAs with their vastly different intrinsic features and
requirements.

The architecture of the ADAMANT system is shown in
Fig. 3. The global optimizer shown at the top performs the
optimization steps found in classical DBMSs. It also del-
egates parts of the optimization process to local optimiz-
ers that are assigned to the co-processors. Thus, a layered
approach to optimization enables efficient support for het-
erogeneous hardware. In addition to the local device-spe-
cific optimizer, the device manager of each co-processor,
such as GPUs or FPGAs as well as the host CPU, contains
run-time monitoring facilities to support the higher-level
optimization components. At runtime, the device manager
aims to improve operator performance by going beyond
static compiler optimizations for the underlying device us-
ing techniques such as micro-adaptivity [39].

The storage manager on the right side of Fig. 3 is re-
sponsible for requesting data transfers between dedicated
device memories and main memory. It also passes estimates
to higher optimization layers, for example using cost mod-

els similar to [14]. Finally, edge cases such as devices that
share a unified memory view are handled in this component.
The data gathered by all managers is aggregated by a sin-
gle global hardware supervisor, providing a unified abstract
view of the complete system to the global optimizer.

Supporting the software part of the ADAMANT archi-
tecture with FPGAs requires more than custom implemen-
tations of the usual database operators. Both the architec-
ture of the base design and the hardware interfaces between
static infrastructure and dynamically configured operators
have to be engineered for high throughput and flexibility.
This is also part of the ADAMANT project.

4.2.2 Query Optimization

As mentioned above, a global optimizer determines the best
execution plan for a given domain-specific query. As mul-
tiple devices can be used for processing that query, we add
a new layer: parallelism optimization, to exploit concurrent
processing on available devices. However, adding this new
level of parallelism to the existing solution space makes it
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even harder to find the optimal path. Hence, an efficient
solution for traversing this multi-dimensional parallelism
space in a reasonable time is required. To overcome this,
we follow three basic concepts:

Information propagation: Since device-related characteris-
tics are a key factor for optimizing a query execution
plan, information about the devices is propagated
to the global optimizer. The characteristics of these
devices, such as memory organization and memory
footprint, are considered for optimization.

Delegation: To further reduce the search space, we split the
optimization into smaller steps and delegate them to
the local optimizer. As it is hard to keep track of
all device-related characteristics and tune operators
based on them, especially the device-dependent op-
timization steps are delegated to the local optimizer
available on the device.

Parallelism optimization: In order to fully exploit the data
and functional parallelism, we consider different lev-
els of granularity for operators (cf. Fig. 1b) for each
of the underlying devices. The granularity and de-
vice-specific variant of an operator affect the overall
performance of the system. Hence, we have to care-
fully consider these trade-offs between the devices,
which requires the optimizers to collaborate and de-
cide on the granularity level of the operators.

Overall, the QEP given by the global optimizer is fur-
ther optimized to fit the underlying heterogeneous system.
Since these hardware characteristics are considered for an
optimized evaluation plan, a multi-level optimization is per-
formed by propagating information about the devices to the
global optimizer and pushing the device-specific optimiza-
tions to the local. Finally, each device has its own optimal
implementation points for its supported primitives, leading
to collaboration among available devices for path selection.

4.3 ReProVide: Query Optimization and Near-Data
Processing on Reconfigurable SoCs for Big Data
Analysis

ReProVide (standing for Reconfigurable Data ProVision)
follows the idea of near-data processing. ReProVide units
implemented on programmable SoC as illustrated in Fig. 4
serve as data providers accessible via network and equipped
with a reconfigurable SoC. The data is stored in non-volatile
memory such as SSDs or volatile DDR-SDRAM, which is
directly attached to and managed by the platform. A main
assumption and advantage of ReProvide is that it abstracts
from the actual table and storage schema. Rather, the
DBMS conveys which data it requires in which format. Re-
ProVide units come with processing capabilities (in form

Fig. 4 A schematic overview of a ReProVide near-data query process-
ing system implemented on a programmable SoC with a multi-core
CPU and multiple partially reconfigurable FPGA regions

of hardware accelerators and closely-coupled multi-core
processors) that can be used for data processing. Moreover,
they contain special dataflow-control circuits (so-called
ReOrder units [4]) to assemble tables and data as requested
by the DBMS at I/O-rate (schema-on-read). This design
enables ReProVide units to locally optimize the storage
location of the data with regards to availability, access
latency, power consumption, and the access patterns of the
available hardware accelerators.

These schema-on-read capabilities provided by ReOrder
units [4] bring multiple benefits:

(a) Flexibility to process data stored in row-oriented as well
as column-oriented format.

(b) The data can be modified on the fly so that only columns
which are actually needed are sent over the network to
the requesting DBMS host, thus relaxing the I/O bottle-
neck.

(c) Additional columns can be inserted, e.g., while the data
is fetched by the DBMS.

One example would be the on-the-fly calculation of in-
termediate results (e.g., price � discount) which is then in-
serted into the tuple stream relieving not only the DBMS of
its calculation, but maybe also the network by transmitting
fewer attributes. Moreover, the host can request an oper-
ator-optimized schema. Such a schema could be a hybrid
between column- and row-store to, e.g., separate join keys
and join data to allow for faster sorting/joining of the keys.

In addition, the processing capabilities of ReProVide it-
self can be exploited to reduce the number of rows sent
over the network by pushing restrictions to the data.
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4.3.1 Architecture

The ReProVide platform itself constitutes a heterogeneous
hardware/software system, as shown in Fig. 4. While the
CPU subsystem can process the full variety of operators
and types, its performance may be limited. On the other
hand, operators implemented in hardware can utilize par-
allel and pipelined implementations to achieve up to I/O-
rate processing. ReProVide units therefore include partially
reconfigurable areas (highlighted in blue in Fig. 4), into
which query-/operator-specific accelerators can be dynam-
ically loaded. The dynamic synthesis of a new operator
(query compilation) can take from minutes up to multiple
hours. We therefore make use of a library of pre-synthesized
reconfigurable hardware accelerators.

As storage space for this library and thus the amount
of accelerators is limited, these accelerators will most of-
ten implement multiple operators in order to gain a proper
coverage of operators and queries. The challenge is to find
a good trade-off between a high coverage of common oper-
ators, the resource limitations imposed by the partial areas,
and the memory requirement for storing the library. Larger
partial areas mean less resource restriction for implement-
ing an accelerator, but increased reconfiguration time (start-
up cost) and fewer concurrently available partial areas in
total (reduced parallelism). We will therefore provide a de-
sign flow to automatically generate partially reconfigurable
accelerators, i.e., pipelines of operators based on statisti-
cal data collected by the ReProVide unit itself (e.g., which
operators in which combination and with which frequency
were requested). By making use of model-based multi-ob-
jective optimization, it is thus possible to automatically ob-
tain an optimized set of accelerator designs, which poses
a optimized solution for frequently occuring operators and
queries.

Fig. 5 Example of partitioning
a QEP into sub-trees (dashed
boxes), binding of partitions to
accelerators, and scheduling of
accelerators on allocated partial
areas

To improve resource efficiency, unused parts of loaded
accelerators can be used to generate meta-data on data
streamed through them, e.g., statistics and indices—if re-
execution is likely. While indices can help a local optimizer,
statistics are important for the global optimizer. Both op-
timizers need to work together closely to leverage the full
potential of such a system.

4.3.2 Query Optimization

The interaction of the DBMS and ReProVide has already
been sketched in Fig. 2. Required is the investigation of
novel global query-optimization techniques based on con-
cepts known from multi-databases. The analysis and pre-
processing of a QEP consists of three phases:

In the first phase, the global optimizer decides which
operations of a QEP are worthwhile to be assigned to the
ReProVide SoC. The local optimizer provides information
on its capabilities and statistics of its local data. In order
to obtain a fast, energy-efficient, and cost-effective query
execution, a novel cost model as well as a novel hierarchical
query-optimization technique need to be investigated.

In the second phase, the QEP is passed from the global
optimizer to a local optimizer, including some hints. The
local optimizer then selects accelerators, maps query oper-
ations to accelerators, and schedules the reconfiguration of
the accelerators (see Fig. 5). We envision that the local op-
timizer not only returns the cost for the complete QEP, but
also the cost for specific sub-trees. In Fig. 5, each QEP par-
tition is annotated with the expected end-to-end execution
time for processing the partition’s input data based on cost
models and selectivity statistics of the data sources. The
goal of this strategy is to reduce the amount of subsequent
calls for cost estimations of other QEPs, as it gives the
optimizer the possibility of anticipating the impact when
reordering the QEP, or assigning only sub-trees of it to
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the ReProVide platform. Moreover, ReProVide may also
answer that it cannot execute some operator at all, for in-
stance, because some expressions are too complex. Along
with the QEP, the frequency of QEP execution and an up-
per bound for latency are also transferred as hints. So, the
local optimizer can keep often used accelerations and also
set a time budget for running the local optimizer.

In the third and final phase, the query is executed and
the results are returned to the host system.

5 Conclusion

FPGAs have a huge potential in query processing in
DBMSs because of their special capabilities. In order
to efficiently use them, we address three major challenges.
First, efficient partitioning of data and DBMS operations
among available processors is necessary to fully exploit all
of their capabilities. Second, the availability of a multitude
of heterogeneous devices requires improved optimization
strategies that take into consideration the device-based char-
acteristics for finding an efficient evaluation plan. Finally,
FPGAs have high reconfiguration and design-iteration costs
and hence, require concepts to adapt an accelerator circuitry
to a given query. Since all of these challenges lie in the
domain of query optimization, we propose a cooperative
optimization approach. To overcome the issue of larger
search space, we split the general optimizer into a global
and a local optimizer so that device-related optimization is
performed by the local optimizer.

Thus, the major contributions of this paper are: Iden-
tifying the challenges of integrating FPGAs into DBMSs,
providing a comprehensive survey of the state-of-the-art in
FPGA-accelerated DBMS processing, and proposing a two-
layered co-operative optimizer design to efficiently traverse
the enlarged search space.
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