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This paper [1] proposed the first teacher-free knowledge distillation method for GNNs, termed GNN
Self-Distillation (GNN-SD), that serves as a drop-in replacement of the standard training process.
The self-distillation perform knowledge extraction and transfer between layers of a single network
without the assistance from auxiliary models. The method is built upon the neighborhood discrepancy
rate (NDR), which quantifies the non-smoothness of the embedded graph in an efficient way. The
NDR of layer l is defined as
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Based on this metric, the adaptive discrepancy retaining (ADR) regularizer is proposed to empower
the transferability of knowledge that maintains high neighborhood discrepancy across GNN layers.
The ADR loss is computed by matching the NDR of deep layer to the target one of its previous layer.
Besides, the ADR regularizes the GNN only when the magnitude of NDR of the target layer is larger
then the online layer.

[3] also tries to control the distance between X and AX. However, they actually want them to
be close and claims it acts as an infinite-depth GCN. Besides, [2] considers preserving the node
similarity in GNNs as well. These two papers’ claims seem contradicting with the one in [1]. The
relationship between these approaches and the effect of node feature distances are worth exploring.
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